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Abstract—Multi-objective optimization is increasingly used in engineering to design new systems and to identify design trade-offs. Yet, design problems often have objective functions and constraints that are expensive and highly non-linear. Combinations of these features lead to poor convergence and diversity loss with common algorithms that have not been specifically designed for constrained optimization. Constrained benchmark problems exist, but they do not necessarily represent the challenges of engineering problems. In this paper, a framework to design electro-mechanical actuators, called MODAct, is presented and 20 constrained multi-objective optimization test problems are derived from the framework with a specific focus on constraints. The full source code is made available to ease its use. The effects of the constraints are analyzed through their impact on the Pareto front as well as on the convergence performance. A constraint landscape analysis approach is followed and extended with three new metrics to characterize the search and objective spaces. The features of MODAct are compared to existing test suites to highlight the differences. In addition, a convergence analysis using NSGA-II, NSGA-III and C-TAEA on MODAct and existing test suites suggests that the design problems are indeed difficult due to the constraints. In particular, the number of simultaneously violated constraints in newly generated solutions seems key in understanding the convergence challenges. Thus, MODAct offers an efficient framework to analyze and handle constraints in future optimization algorithm design.
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I. INTRODUCTION

E NGINEERING design problems often imply making a compromise between conflicting objectives (cost over robustness, weight over size) under a set of strict specifications. As such, they can easily be written as constrained multi-objective optimization problems (CMOPs), formulated as follows:

\[
\min_{\mathbf{x} \in \mathcal{S}} \mathbf{f}(\mathbf{x}) = [f_1(\mathbf{x}), f_2(\mathbf{x}), \ldots, f_m(\mathbf{x})]^T
\]

subject to

\[
g_j(\mathbf{x}) \leq 0, \quad j = 1, 2, \ldots, p
\]

\[
h_k(\mathbf{x}) = 0, \quad k = 1, 2, \ldots, q
\]

where \( \mathbf{f} : \mathcal{S} \rightarrow \mathbb{R}^m \) is a vector of \( m \) objective functions that map the bounded search space (or design space) \( \mathcal{S} \) to the objective space. The search space is defined by lower \( \mathbf{x}^{(L)} \) and upper \( \mathbf{x}^{(U)} \) bounds such as

\[
\mathcal{S} = \{ \mathbf{x} \in \mathcal{S} \mid x_i^{(L)} \leq x_i \leq x_i^{(U)}, \quad i = 1, 2, \ldots, n \}.
\]

The specifications are represented by \( p \) inequality and \( q \) equality constraints. For a solution to be said feasible, it needs to satisfy all \( p + q \) constraints. The set of all feasible solutions forms the feasible space \( \mathcal{F} \subseteq \mathcal{S} \).

With respect to the definition in (1), engineering problems are not different to commonly used benchmark CMOPs [1], [2]. In practice though, their objective functions and constraints are expensive to calculate, offer no continuity guarantees and their behavior is unknown a priori (simulation-based results). These properties can make engineering problems challenging to solve.

Multi-objective optimization problems can be solved using stochastic meta-heuristics, of which multi-objective evolutionary algorithms (MOEAs) have been widely applied. Yet, most of the available algorithms have been developed primarily for unconstrained optimization problems [3] and are extended by constraint handling strategies to cope with CMOPs [4]–[6].

A. Nature of the issue

Recently reported results show that for some ordinary mechanical design optimisation problems, state of the art constrained optimization algorithms fail to ensure sufficiently reliable optimization outcomes [4], [5], although the same algorithms show good results on benchmark problems. Indeed, the latter have been found to have one or more of the following shortcomings:

- are too simple and can be solved by algorithms disregarding constraints [9];
- offer limited scalability of search space and number of objectives;
- are limited to one or two inequality constraints;
- cannot be adjusted in terms of the complexity of the constraints.

In addition, these benchmark functions have not been extensively characterized. Most often, only information about the number of variables, the number of constraints, the optimal Pareto front and the feasibility ratio (FsR = \( \rho = |\mathcal{F}|/|\mathcal{S}| \)) is given. While the latter is often thought to be related to the complexity of the problem, recent work shows that this metric is not per se sufficient [9].

B. Goals and objectives

This work presents a new generic framework used to design geared electro-mechanical actuators, called multi-objective design of actuators (MODAct), which is used to derive a realistic
multi-objective optimization test suite, focused on constraints. The functions are scalable in terms of decision space, number of objectives and number and type of constraints. In order to better understand how this test suite differs from existing benchmark problems, a constraint landscape analysis approach is applied and extended with three new metrics to give in-depth information on the features of these functions. Two common algorithms – NSGA-II [10] and NSGA-III [11] – are compared to a constrained optimization specific algorithm C-TAEA [12] to define a baseline convergence pattern. The effects of the constraints on convergence are discussed.

C. Scope of the paper

Existing CMOPs are presented in Section II along with constraint landscape analysis tools. Section III introduces the design framework along with 20 new benchmark functions based on a realistic mechanical design problem. Section IV details the extended methods applied to characterize these functions. The parameters for the constraint landscape analysis, as well as the ones used to run the comparative convergence study against other benchmark problems are presented in Section V. The results of both studies are reported in Section VI along with a discussion about the difference between the new design problems and existing benchmark CMOPs.

II. RELATED WORK

A. Constrained multi-objective optimization benchmark problems

Various CMOPs have been proposed over the years. Some of the oldest are the SRN [13], the TNK [14] and the OSY [15] functions. They have been commonly used to benchmark algorithms [10], [16]. These are two objective problems with few decision variables – two for SRN and TNK, and six for OSY – and the same number of inequality constraints. Mostly due to the low dimensionality of their decision space, their complexity is low [17].

Based on this observation, Deb et al. proposed a new scalable framework for CMOPs [17]. Functions derived from this framework have, in theory, an unbounded dimensionality and their complexity can be adjusted by the selection of a helper function. This framework has been used to derive the CTP test suite [17] with 7 functions (CTP1 to CTP7), which are typically limited to two objectives, two decision variables and one or two inequality constraints and remains therefore quite simple. The framework is also the base of the CF test suite [2] created for the IEEE CEC2009 MOEA Competition. Compared to CTP, CF problems have a larger search space \((n = 10)\) and three out of the ten functions have three objectives. The results of the competition showed that some of these functions are difficult to solve. The number of constraints is also low (two inequality constraints). More recent variants of this framework have been proposed (e.g. NCTP [18]), but the shortcomings mentioned previously remain.

With the need to solve optimization problems with an increasing number of objectives, many-objective optimizers have been developed along with appropriate test problems. The DTLZ test suite [19], which is scalable also in terms of objectives, has been extended with constraints to form the C-DTLZ test suite [1]. There are three inequality constraint sets (C1, C2 and C3) that can be combined with the unconstrained DTLZ functions (e.g. C1-DTLZ1 or C1-DTLZ3). C1 and C2 types add one constraint, while the C3 type adds one constraint per objective. While promising, Tanabe and Oyama showed that even algorithms discarding the constraints could solve some of the C-DTLZ problems [9].

In order to represent real-world problems better, Ma and Wang proposed a new framework to build test functions with more inequality constraints and a large infeasible search space [20]. They derived the MW test suite with 14 instances with up to four inequality constraints and an FSR very close to zero. Three instances are scalable in terms of objectives and they cover various front geometries.

The DAS-CMOP and DAS-CMaOP test suites [21] introduce the concept of tunable constraints through a difficulty triplet \((\eta, \zeta, \gamma)\), with \(\eta, \zeta, \gamma \in [0, 1]\). DAS-CMOP is composed of nine base problems with two or three objectives and 11 or 7 constraints. DAS-CMaOP adds another nine base problems for \(m > 3\), extending the WFG framework [22] with \(2m + 1\) similarly tunable constraints. 16 given difficulty triplets are suggested, four of which result in equality constraints. In total, this generates 288 test functions, 144 of which are scalable in terms of objectives. This massive test suite offers a great potential that has yet to be evaluated.

Given the strong ties between optimization and engineering applications, real-world like problems have also been proposed as benchmark problems [1], [6], [7], [23], [24]. Among those, the car-side impact [1] and the water problem [6], [23] have more than two objectives. Their decision space is relatively small, but they have a large number of constraints (10 and 7 respectively). It has been shown, however, that most solutions generated during optimization only violate one of the constraints and that unconstrained NSGA-II could also solve them fairly well [9].

Based on these considerations, the following benchmark CMOPs have been selected for this study: the CTP and CF functions to allow for comparison with prior work, the recent MW test suite and a subset of DAS-CMOP with the hard difficulty triplets 9, 10, 11 and 12 and the car-side impact and water problems as existing real-world like problems. They are summarized in Table I.

B. Constraint landscape analysis

The complexity of CMOPs is often discussed using the feasibility ratio, the number of constraints and some descriptive adjectives (e.g. multi-modal, non-linear, rugged, active,...) [9], [16], [25]. The limitations of these means to characterize complexity has already been suggested by various researchers [9], [26]. With C-DTLZ, Jain and Deb [1] proposed a classification scheme for constraints based on the changes they introduce with respect to the unconstrained problem:

- **Type-1 constraints** introduce an “infeasible barrier” in the objective space, but the Pareto front is not affected.
- **Type-2 constraints** make a part of the unconstrained Pareto front infeasible.
The definition of these metrics is given as follows:

- Type-3 constraints make the full region of the unconstrained Pareto front infeasible and the location of the Pareto front is governed by the constraints.

While, this classification and other similar ones [20, 21] offer insights into the effects of the constraints in the objective space, they do neither quantify these effects nor do they consider the changes due to the constraints in the search space.

In recent work on constrained single-objective continuous and combinatorial optimizations, Malan et al. [26, 27] propose to look at the constraints as defining a “violation landscape” that can be analyzed much in the same fashion as the fitness landscape. This landscape can be described in the search space using the FsR and the ratio of feasible boundary crossing (RFB) and in the objective space with the fitness violation correlation (FVC) and the ideal zone (IZ) metrics. The definition of these metrics is given as follows:

- The RFB measures the proportion of steps, which imply crossing the feasibility boundary on a progressive random walk [28] through the search space and quantifies the disjoint nature of the feasible space.
- The FVC is the Spearman’s rank correlation between the fitness and the constraint violation CV (2), measuring the contradiction between the objective and the constraints.
- The IZ quantifies the proportion of points present in the good unconstrained fitness, low violation zone of the fitness-violation plot and represents the likelihood of finding points in that zone.

$$CV(x) = \sum_{j=1}^{p} |g_j(x)| + \sum_{k=1}^{q} |h_k(x)| \tag{2}$$

with \(\alpha = \begin{cases} \alpha & \text{if } \alpha > 0 \\ 0 & \text{otherwise} \end{cases} \tag{3}$$

Malan et al. [26] applied this approach on the constrained single-objective optimization problems of the CEC2010 competition [29] and were able to link the achieved performance of the competing algorithms to the score of these metrics. Thus, they show the potential of this method to better characterize problems and partially address the algorithm selection problem.

While the FsR and the RFB can be translated directly to multi-objective optimization (MOO), the FVC and IZ require a single numerical fitness value, which is ambiguous in a multi-objective context. Two alternate metrics adapted to multi-objective problems will be presented in Section IV.

### III. ELECTRO-MECHANICAL ACTUATOR DESIGN FRAMEWORK

Electro-mechanical actuators are systems composed of an electric motor and a gear box that are used in numerous applications to rotate other components either in a position-control setup or for motion generation. Their wide application range, the various competing design objectives and the severe constraints make them well adapted to derive realistic benchmark CMOPs.

In this section, the general principles of the parametric design of electro-mechanical actuators are presented along with the derived test suite. While the developed framework (MODAct) resolves accurate domain-specific equations, no domain knowledge is required to use it. The Python source code of MODAct is made available to the community[1] and offers various generic interfaces (Python, C++, MATLAB) to be coupled to any optimizer. The evaluation of one solution (objectives and constraints) takes approximately 20 ms on a regular laptop, making it fast enough for regular benchmarking approaches. Thus, the derived optimization problems could also be of interest to researchers working on parallelization schemes or distributed algorithms.

#### A. Actuator design overview

In this context, an electro-mechanical actuator is a system composed of a stepper motor, \(k\) stages of spur gears (one stage is composed of a pinion and a wheel) and a housing to hold the components, see Fig. 1

[https://github.com/epfl-lamd/modact]
An actuator is modeled by a chain of $k + 1$ components. Each component is linked to: 1) a physical model that predicts its output speed and torque and component specific constraints, 2) a cost model $c_i$, and 3) a geometrical model, which is used to create 3D meshes of the components and the assembled system. Objectives and constraints can be formulated on outputs of the physical or cost models or queried on the geometrical models. This modular approach allows to easily extend the framework and build new benchmark functions.

Regarding modeling, the stepper motor’s performance are calculated assuming steady-state operation $[30]$ eq. (5.14)] and the parameters defining the motor $\theta$ can be chosen among five possible parameter combinations from existing commercial two-phase stepper motors. The stator coil windings can be further adjusted by scaling the fill factor $FF$ or the resistance $R_{scale}$. All motors are represented by a cylindrical mesh with the diameter and height corresponding to their actual dimensions. Their cost is composed of two parts: a fixed contribution and a variable part adjusted according to the selected windings.

The gears are modeled as standard ISO steel gears, characterized by their number of teeth $Z_{i(1,2)}$, module $m_i$, thickness $b_i$. Dimensions, kinematics and mechanical stresses are calculated using the ISO norms relative to spur gears $[31]$–$[33]$. A cylindrical mesh is used to represent the gears in 3D. The cost is estimated based on the volume of the gears.

The rotational speed and torque acting on each component are calculated sequentially starting with the motor. The energy flow between components is considered to be perfect (no losses, perfectly rigid connections). For a given input condition (supply voltage $U_m$, maximum current $I_{max}$ and desired output rotational speed $\omega$), it is possible to calculate the torque $T$ at the output. A set of supply voltage, current, desired speed and torque forms an operating point. The deviation from the desired torque at the output is called the torque excess.

The 3D position of the gears is specified by two decision variables for each gear stage: a translation $d_i$ along the shaft and an angle $\gamma_i$ between pinion and wheel (see Fig. 1). The meshes are generated and handled by Trimesh $[34]$. The combination of all meshes is then used to detect inter-component collisions and to calculate the size of the bounding box of the system. Finally, its convex hull serves as a housing and assuming a fixed wall thickness, the required material cost $c_{housing}$ is added to the total cost.

Using this modeling approach, the design goal consists in finding a set of suitable motors and gears operating at specified operating points, while respecting a set of constraints such as mechanical integrity of the gears, proper spatial configuration or limited space requirements.

The search space corresponds to the combination of the design space of each component (motor, spur gear 1, spur gear 2,...). Both the spur gears and the motors have integer decision variables, but, in order for MODAct problems to be solvable by a larger set of algorithms, these integer variables are combined with related continuous variables into a single number where the integer part codes the integer variable and the fractional part is mapped to the other variable:

- the motor selection variable and the fill factor of the coils $FF$ form the variable $mFF$;
- the number of teeth $Z_{i(1,2)}$ of a gear and its profile shift $x_{i(1,2)}$ form the variable $Zx_{i(1,2)}$.

With this transformation, the search space is continuous and has a scalable size of $n = 2 + 6k$.

### B. Selected problems

Using the presented framework, a set of 20 problems is built with objectives and constraints directly taken from an industrial application studied by the authors. All problems aim at finding actuators with $k = 3$ stages that have their performance tested at two operating points, Table II. The design problems are constructed around a set of up to five objectives, associated with a capital letter:

- minimize total cost ($C$)

\[
\min \sum_{i=0}^{k} c_i + c_{housing} \tag{4}
\]

- maximize minimum torque excess for each considered operating point $j$ ($T$)

\[
\max \min_{j \in \{1,2\}} \Delta T_j \tag{5}
\]

with $\Delta T_j = T_j - T_{\text{desired},j}$

- maximize harmonic mean of the safety factors to bending $S_F$ and to pitting $S_H$ for all gears ($S$)

\[
\max \left( \frac{\sum_{i=1}^{k} S_F^{-1} + S_H^{-1}}{k - 1} \right)^{-1} \tag{6}
\]
maximize electrical to mechanical energy conversion efficiency (E)
\[
\max \ min \ \frac{\omega_j T_j}{U_m T_j} \quad (7)
\]
- minimize transmission ratio (I)
\[
\min \ \prod_{i=1}^{k} \frac{Z_{i,2}}{Z_{i,1}} \quad (8)
\]

Based on combinations of these objectives, five problem classes are devised: CS, CT, CTS, CTSE, CTSEI. In practice, cost is essential for such products, while other objectives depend upon the application. For example, the analysis of the trade-off of available torque is important for designing different variants of a series of actuators and the minimization of the transmission ratio is related to the level of emitted noise.

Further, the framework considers a total of 11 constraints which can be added to these problem classes. The implemented constraints are very common for the considered applications and objectives, and are grouped into five general categories:
- gear constraints (sufficient contact ratio, limited sliding speeds, no interference, sufficient mechanical strength in bending and pitting)
- minimum torque excess over all operating points
- upper limits on bounding box dimensions (\(bb_y \leq 50 \text{ mm}\) and \(bb_z \leq 35 \text{ mm}\))
- distance from the output shaft to a desired coordinate within 5 mm

The constraints are grouped to form four levels of constraint complexity (1, 2, 3 and 4), which are useful at different stages in the development process of an actuator (early stage: levels 1 and 2) or representing different application specific constraints (levels 3 or 4). Each level can then be combined with any of the problem classes (combination of objectives). This enables the generation of 20 benchmark problems, which are named using the names of the objectives and appending the number of the constraint level. For example, selecting the class CTS with the constraint level 2 forms the problem CTS2. The 20 instances and their constraints are summarized in Table III along with their dimensionality and the search space definition. It is noted that all constraints are independent of the selected objectives, except for the minimum torque excess constraint, for which two different requirements exist.

### C. Creating variants of the proposed MODAct instances

Since MODAct is a framework, it can generate many other benchmark problems. An interesting first step would be to change the number of gear stages \(k\). This not only increases the size of the search space, but also affects the constraints, e.g. it becomes harder to fit all gears within the same bounding box constraint. The specified operating points can be adjusted. In addition, constraints can be changed – e.g. other bounding box geometries, or different output shaft coordinates – and new trade-offs can be explored – e.g. safety factor and efficiency. All these changes require minimal to no domain knowledge and allow to significantly change the benchmark problems to generate easier but also more difficult problems.

### IV. MULTI-OBJECTIVE CONSTRAINT LANDSCAPE ANALYSIS

Calculating the objectives and constraints of such an actuator involves several steps. It is therefore not straightforward to predict their mathematical model characteristics. Thus, MODAct problems need to be analyzed with metrics characterizing the effect of the constraints on both the search and objective spaces.

This section presents the metrics for the constraint landscape analysis introduced by [26], as well as additional methods suited for multi-objective problems. The analysis relies on both repeated independent uniform samplings and progressive random walks [28] of the decision space.

**Definition 1.** Given an independent uniform sampling \(U \subset S\), the FsR is defined as:
\[
\text{FsR} := \frac{|\{u \in U \mid \text{feasible}(u)\}|}{|U|} \quad (9)
\]
where \(\text{feasible}(x)\) is an indicator function indicating if a solution \(x\) is feasible, i.e. \(\text{CV}(x) = 0\).

**Definition 2.** Given a sequence of \(s\) samples \(W\) generated by a random walk of \(s-1\) steps \(W = \{w_1, w_2, \ldots, w_s\}\), the \(\text{RFB}_x\) is defined as:
\[
\text{RFB}_x := \frac{1}{s-1} \sum_{i=1}^{s-1} \chi(i) \quad (10)
\]
\[
\chi(i) = \begin{cases} 
0 & \text{if feasible}(w_i) = \text{feasible}(w_{i+1}) \\
1 & \text{otherwise}
\end{cases} \quad (11)
\]
where the helper function \(\chi\) indicates when the feasibility boundary is crossed.

The \(\text{RFB}_x\) metric should be high for a disjoint feasible space and low for a contiguous feasible space. Yet, the possible values of \(\text{RFB}_x\) also depend on the number of feasible points \(s_f\) encountered during a walk \(W\), thus making the comparison between functions difficult. In order to compare, one would need to know, given the ratio of encountered feasible points per walk, how disjoint the space is. In other words, one wants to identify the maximum possible \(\text{RFB}_x\) and define this as an upper bound for a given ratio \(s_f/s\). In general, this is equivalent to trying to spread out the feasible or infeasible points (depending on which ones are the minority) in a sequence to maximize the number of transitions. Following this approach, it can be shown that the upper bound of \(\text{RFB}_x\) for a given walk is:
\[
\text{RFB}_{x,\text{max}} = \frac{2}{s-1} \cdot \min\{s_f, s-s_f, \frac{s-1}{2}\} \quad (12)
\]
This upper bound is used to define the normalized ratio of feasible boundary crossing (nRFB):

$$nRFB = \begin{cases} 0 & \text{if RFB} = 0 \\ \frac{RFB}{RFB_{max}} & \text{otherwise} \end{cases} \quad (13)$$

An nRFB value of 1 is obtained for walks in the search space that are as disjoint as possible given their $s_f/s$ ratio.

For the analysis of the objective space, two new metrics are introduced: PFd and PFcv. The main idea is to capture the interactions between the image in the objective space of randomly selected points in the search space and the Pareto fronts. Both metrics rely on the previously obtained aggregated sets of samples $L = U_1 \cup \ldots \cup U_l \cup \ldots$ and the Pareto front $\mathcal{F}^*$ of the problem.

PFd is constraint independent and represents the average minimal distance from the Pareto front to the cloud of points formed by $f(L)$. It measures the ease of randomly generating points near the Pareto front. In order to make it comparable between functions, the points in the objective space are normalized using the ideal $z^*$ and nadir $z^{nad}$ vectors of $\mathcal{F}^*$, leading to the normalized objective function $f^*$ and the normalized Pareto front $\mathcal{F}^*$. PFd corresponds to the inverted generational distance (IGD) \cite{35} between $\mathcal{F}^*$ and $f^*(L)$.

**Definition 3.** Given a set of samples $L$ and their normalized image $f^*(L)$ and given the normalized Pareto front $\mathcal{F}^*$, PFd is defined as:

$$PFd := \frac{1}{|\mathcal{F}^*|} \sum_{z \in \mathcal{F}^*} \min_{l \in f^*(L)} \|z - l\|_2 \quad (14)$$

where $\| \cdot \|_2$ is the Euclidean norm.

PFcv measures the average constraint violation $CV$ value of neighbors of the Pareto front in the sample set. This represents the sensitivity in terms of constraints of solutions on the Pareto front.

**Definition 4.** Given a set of samples $L$, the Pareto front $\mathcal{F}^*$ and $K$ the number of neighbors to consider, PFcv is defined as:

$$PFcv := \frac{1}{CV_{95}[\mathcal{F}^*]} \sum_{z \in \mathcal{F}^*} \frac{1}{K} \sum_{z \in B(z,K)} CV(z) \quad (15)$$

where $CV_{95}$ is the 95th percentile of the $CV$ values found in $L$ and $B(z,K)$ is the set of the $K$ closest neighbors of $z$ in $L$.

**V. METHODS OF THE NUMERICAL INVESTIGATIONS**

MODAct problems are compared to five groups of benchmark problems identified from literature in Section III: the CTP, the CF, the MW and some DAS-CMOP functions and two real-world like problems (water and car-side impact). The comparison is done based on the presented constraint landscape analysis approach and on a convergence study. The next sections present the parameters used for the various steps.

**A. Constraint landscape analysis**

Both uniform samplings and progressive random walks have been performed using the parameters mentioned in \cite{26}: 30 independent uniform sampling $U$ of $|U| = 1000n$ points and 30n independent progressive random walks $W$ of 1000 steps ($|W| = s = 1001$) each with maximum step size of $1/3$ of the decision space. The reported FSR, RFB, and nRFB scores are obtained by averaging over all independent samplings.

The PFd and PFcv metrics are calculated with the best-known Pareto front obtained from the convergence study when the true Pareto front is unknown. The $K = 20$ closest neighbors are considered for PFcv.

**B. Convergence study**

In addition to these characteristics, the main interest is to investigate how well these design optimization problems can be solved and understand how the different constraint levels influence convergence. This is achieved by performing a convergence study where the problems are compared among each other and against two kinds of optimizers: the commonly
used algorithms NSGA-II [10] and NSGA-III [11] on one side and C-TAEA [12] a recent algorithm developed specifically to tackle CMOPs on the other side. NSGA-II and NSGA-III follow a feasibility first approach and rely in the survival step on the constrained-dominance principle (CDP) introduced in [10]:

Definition 5. Given two solutions \(x_1\) and \(x_2\), \(x_1\) is said to constrained-dominate \(x_2\), if one of the following is true:

1) \(x_1\) is feasible and \(x_2\) is not;
2) \(x_1\) and \(x_2\) are infeasible and \(CV(x_1) < CV(x_2)\);
3) \(x_1\) and \(x_2\) are feasible and \(x_1\) (Pareto-)dominates \(x_2\).

C-TAEA maintains two separate archives – one for diversity, the other for convergence – and has a special restricted mating approach to balance between the two.

The study is performed using pymoo [36]. NSGA-II is used for all problems with \(m = 2\) and NSGA-III for all problems with more objectives. Each optimization is performed 30 times with the parameters specified in Table IV, following common practice for these algorithms. The number of reference directions for NSGA-III is chosen as close to the population size, while following Das and Dennis’s approach [37]. The same approach is used for C-TAEA, except the population size and number of reference directions are set to the same value. An unbounded external archive (UEA) is added to the algorithms, as recommended in [38], to collect all feasible non-dominated solutions along the optimization.

For MODAct problems, the solutions of the archives from all runs are aggregated and sorted to determine the best-known Pareto front. The estimated ideal \(z^*\) and nadir \(z^{nad}\) points are collected to provide per-problem front normalization.

The convergence and diversity are evaluated with the hypervolume indicator [39]. In particular, the exact and fast implementations by the Walking-Fish Group are used [40], [41]. Since the objective functions of the various problems have different scales and since there is a mix of minimization and maximization objectives, the Pareto front and the archives are transformed into minimization only problems and normalized with the corresponding \(z^*\) and \(z^{nad}\). Only then the hypervolume is calculated using a common reference point \(r = (1.1, \ldots, 1.1)^T\). Finally, the comparison is made through the relative hypervolume error \(\Delta HV_n\) [16] with respect to the best-known Pareto front:

\[
\Delta HV_n = \frac{HV(PF_{m,n}^r, r) - HV(A_{m,n}, r)}{HV(PF_{m,n}^r, r)}
\]

where \(A\) denotes a given external archive and the subscript \(m\) that the problems have been converted to minimization.

For the statistical difference between optimization algorithms, the non-parametric Wilcoxon rank-sum test with the null hypothesis that all algorithms are equal is applied with a confidence interval of 99%.

VI. RESULTS AND DISCUSSION

A. Design trade-offs and constraints

The analysis of MODAct problems starts by looking at some of the best-known Pareto fronts. All best-known Pareto fronts can be downloaded [42]. Fig. 2 shows the best-known Pareto fronts for CS and CT problems, while Fig. 3 represents the CTS problems. The best-known Pareto fronts of CS problems consist of a smooth convex segment, while CT problems have several step-like disconnected segments. CTS problems combine the two features to form a complex surface with concave/convex and disconnected parts.

The discontinuities are indeed expected for these design problems since some variables represent discrete physical choices. In particular, the motor selection is dominating these effects. With different cost and power ranges, the motor

<table>
<thead>
<tr>
<th>Parameter</th>
<th>NSGA-II/III</th>
<th>C-TAEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size (\mu)</td>
<td>200</td>
<td>210 or 220 ((m = 4))</td>
</tr>
<tr>
<td>Number of function (f)</td>
<td>300,000</td>
<td></td>
</tr>
<tr>
<td>Mutation rate (\eta_m)</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Crossover (\eta_c)</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Crossover probability (CXB)</td>
<td>0.9</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. Best-known Pareto fronts for (A) CS and (B) CT problems

Fig. 3. Best-known Pareto fronts for CTS problems
designs do not overlap, leading to the visible steps. This feature is common in design problems and should therefore also appear in benchmark problems. For engineers, this is of particular interest since these steps imply important design trade-offs.

Looking more closely at the effects of the constraints, it can be noticed, that constraint levels 2 and 4 slightly shift the found fronts towards higher costs compared to level 1. Constraint level 3 is the most restrictive: the limit on the size of the bounding box of the actuator does not allow large gears or motors, which significantly reduces the available options. While the impact is limited in the objective space, this is not the case in the decision space. An analysis of neighbors in the objective space between CT1 and CT2 confirms important differences, mostly on the number of teeth of the wheels $Z_{i2}$ and the spatial positioning variables $d_i$ and $\gamma_i$.

For problems with more objectives, the best-known Pareto front of CTSEI3 is shown as an example in Fig. 4 projected into the various objective planes. It shows that there are indeed up to five competing objectives with different shapes.

**B. Convergence analysis**

In a second step, the ease of convergence and the repeatability are compared. Fig. 5 represents box plots of the obtained relative hypervolume errors $\epsilon$ over the 30 optimization runs for each problem by NSGA-II/III and by C-TAEA. Starting with MODAct problems, the results suggest the following:

1) The proposed instances pose a wide range of optimization challenges to NSGA-II/III and C-TAEA.

2) Within the same classes, constraint levels 1 and 2 are generally equally well solved with rare outliers that may exhibit early convergence to local optima.

3) Constraint levels 3 and 4 are increasingly difficult and the various optimization runs achieve very different levels of convergence.

4) There is also a clear trend of increasing hypervolume error with the number of objectives, but this is certainly related to the nature of the indicator itself.

5) The more restrictive threshold on the minimum torque excess of CS problems seems to negatively impact convergence for all constraint levels. In particular, C-TAEA is barely able to find any solutions within the boundaries of the reference point for CS3 and CS4.

In comparison, the CTP, car-side impact, water, most MW and DAS-CMOP8 problems are effectively solved by the considered algorithms. MW10, MW11 and MW13 are the most difficult of MW and can be compared to MODAct constraint levels 1 and 2. The CF family offers a broader range of challenging problems. The findings that the biobjective problems CF3, CF5 and CF7 are the hardest are consistent with the outcomes of the CEC2009 MOEA Competition [43]. Among the three-objective problems, CF8 and CF10 are the most challenging in particular for NSGA-III. The DAS-CMOP3 problems seem to be challenging for both algorithms. DAS-CMOP6 problems are effectively solved by C-TAEA, while NSGA-II struggles for DAS-CMOP6_11 and DAS-CMOP6_12.

In terms of algorithms, NSGA-II/III is overall significantly better than C-TAEA (better on 30 problems, no difference on 18 and worse on 17), despite using a simple constraint handling strategy. NSGA-II/III is always better for CTP and for the car-side impact problem, although the difference is minor. The results are more balanced for the other benchmark problems. For the MW test suite, C-TAEA performs better on the difficult problems. C-TAEA also performs better on the three-objective CF problems and is on a par for biobjective problems. The opposite is true for DAS-CMOP: NSGA-III is better for three-objective problems, while C-TAEA shows solid performance on biobjective instances. Finally on MODAct problems NSGA-II/III has a clear advantage for biobjective problems and is at least as good as C-TAEA otherwise.

In general, the performance of NSGA-II/III and C-TAEA is insufficient on MODAct instances with constraint levels 3 and 4, although they represent very common and simple mechanical design problems. The observed large variance of the optimization outcomes has important practical consequences. Considering problems CS3 and CS4, more than 75% of the optimization runs of NSGA-II obtain approximate Pareto fronts with a hypervolume of 50% or smaller than the best-known Pareto fronts, while C-TAEA fails to find interesting solutions. As an example, the best run of NSGA-II and of C-TAEA along with two optimization runs are compared to the best-known Pareto front for problem CS4 in Fig. 6 to illustrate the large difference in the proposed solutions with a lack of convergence and diversity. Using partially converged solutions for decision-making can lead to significantly different engineering outcomes.

In order to better understand the optimization process of MODAct problems, the evolution of the relative hypervolume error of the external archives of NSGA-II, C-TAEA...
Fig. 5. Box plot of the relative hypervolume errors $\Delta HV_n$ of the external archives obtained for each problem by NSGA-II/NSGA-III versus C-TAEA, where the * or † after the function name is used to indicate that C-TAEA is, respectively, significantly worse or better than NSGA-II/NSGA-III.

Fig. 6. Comparison of the approximate Pareto fronts obtained by the best runs for NSGA-II and C-TAEA and two runs achieving a $\Delta HV_n$ of 0.9 and 0.5 against the best-known Pareto front for CS4.

Fig. 7. Evolution of the median relative hypervolume error including 5th and 95th percentiles for CT problems comparing: NSGA-II with the constrained-dominance strategy (CDP-NSGA-II), C-TAEA and NSGA-II discarding constraints (Unconstrained NSGA-II).

C. Link between convergence and constraints

Finally, the objective is to use the results from the constraint landscape analysis to identify the underlying characteristics and NSGA-II without constraint handling are compared in Fig. 7. For all four problems, the unconstrained optimization clearly fails to get many feasible solutions, confirming that the constraints play a key role in MODAct problems. While for problems CT1 and CT2 the optimization budget is more than sufficient, better results may be possible for CT3 and CT4. Yet, while the mean relative hypervolume error seems to be decreasing, the spread remains almost constant (NSGA-II) or increasing (C-TAEA). Running the optimization algorithms longer might thus not necessarily address the repeatability issue. It is also interesting to note that while CT3 and CT4 are challenging problems, feasible solutions are rapidly found: on average after 800 evaluated solutions for CT3, and after 2000 for CT4.

The obtained metrics for all problems are summarized in Table V. To begin, the advantages of $nRFB_\times$ are evaluated. CF1, CTP6 and CTP7 have the three highest $RFB_\times$ scores. For problems with a high or a low $FsR$, the definition of $RFB_\times$ necessarily decreases its possible values, thus masking the level of discontinuity that affect convergence most and how the newly introduced problems differ from the existing benchmarks functions.
of small infeasible or feasible spaces. In such cases, the nRFB .metric acts as an amplifier of the scores through the normalization. The nRFB  values indicate that all CTP problems have a relatively disjoint search space, which is known a priori from their definition [17]. MODAct problems have nRFB  values ranging between the CTP and the CF problems, suggesting a rather disjoint search space. The same applies to DAS-CMOP problems with difficulty triplet 9, DAS-CMOP3-11 and MW13. nRFB  values can also remain low such as for the car-side impact and water problems, suggesting a contiguous feasible space. It is noted that some limitations remain, in particular for highly feasible or infeasible search spaces, where boundaries are hard to find. This is the case for the rest of DAS-CMOP and MW.

In order to get a better overview of the differences between functions and function groups, each problem is shown in the

<table>
<thead>
<tr>
<th>Function</th>
<th>FrS</th>
<th>RFB</th>
<th>nRFB</th>
<th>PFd</th>
<th>PFcv</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS1</td>
<td>0.022</td>
<td>0.0016</td>
<td>0.1185</td>
<td>0.0013</td>
<td>0.4158</td>
</tr>
<tr>
<td>CT1</td>
<td>0.0342</td>
<td>0.00278</td>
<td>0.0081</td>
<td>0.0071</td>
<td>1.7115</td>
</tr>
<tr>
<td>CT3</td>
<td>0.0343</td>
<td>0.00281</td>
<td>0.0095</td>
<td>0.0078</td>
<td>0.8317</td>
</tr>
<tr>
<td>CT3</td>
<td>0.0342</td>
<td>0.00281</td>
<td>0.0089</td>
<td>0.0125</td>
<td>0.7521</td>
</tr>
<tr>
<td>CT3</td>
<td>0.0347</td>
<td>0.00287</td>
<td>0.0075</td>
<td>0.0136</td>
<td>1.2519</td>
</tr>
<tr>
<td>CS2</td>
<td>0.0010</td>
<td>0.0007</td>
<td>0.0055</td>
<td>0.0021</td>
<td>0.4703</td>
</tr>
<tr>
<td>CT2</td>
<td>0.0016</td>
<td>0.0016</td>
<td>0.0068</td>
<td>0.0064</td>
<td>1.6274</td>
</tr>
<tr>
<td>CT2</td>
<td>0.0158</td>
<td>0.0158</td>
<td>0.0070</td>
<td>0.0070</td>
<td>0.7608</td>
</tr>
<tr>
<td>CT2</td>
<td>0.0158</td>
<td>0.0158</td>
<td>0.0070</td>
<td>0.0070</td>
<td>0.7608</td>
</tr>
<tr>
<td>CTSE2</td>
<td>0.0160</td>
<td>0.0164</td>
<td>0.0075</td>
<td>0.0124</td>
<td>0.7226</td>
</tr>
<tr>
<td>CTSE2</td>
<td>0.0162</td>
<td>0.0161</td>
<td>0.0110</td>
<td>0.0141</td>
<td>1.1258</td>
</tr>
<tr>
<td>CS4</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0012</td>
<td>0.0073</td>
</tr>
<tr>
<td>CT4</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0012</td>
<td>0.0051</td>
<td>0.0073</td>
</tr>
<tr>
<td>CT4</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0079</td>
<td>0.7694</td>
</tr>
<tr>
<td>CS4</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0079</td>
<td>0.7694</td>
</tr>
<tr>
<td>CTSE4</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>CTSE4</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>CTSE3</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>CTSE3</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>CTSE3</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>CTSE3</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>CTSE2</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>CTSE2</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>CTSE2</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>CTSE2</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>CTSE2</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

TABLE V
CALCULATED METRICS RESULTING FROM THE CONSTRAINT LANDSCAPE ANALYSIS

FrS-nRFB values indicate that all CTP functions – CT3 (low PFd, high PFcv), CF7 (high PFd, low PFcv) – remain low across constraint levels or test suites. The difficult CF functions (CF3, CF5, CF7 and CF10) have a high PFd. The opposite is true for the car-side impact and water problems, suggesting a rather disjoint search space. Yet, there is no clear relationship between these metrics and convergence. In particular, the MW test suite is a good example that very low FrS is not directly related to convergence challenges. Further, for the problem class CS, there is a relation between increasing PFcv values and decreasing convergence as shown in Fig. 5. Other MODAct problems do not exhibit the same trend across constraint levels. The difficult CF functions (CF3, CF5, CF7 and CF10) have a high PFd. The opposite is true for the most difficult DAS-CMOP and MW problems. Hence, these metrics seem to capture different optimization challenges, but certainly not all of them.

In order to better understand the qualitative difference between PFd and PFcv and their relationship with constraint levels, we have highlighted four particular functions – CT3 (low PFd, high PFcv), CF7 (high PFd, low
Fig. 9. Color-maps of the normalized constraint violation values as a function of the objective values based on the random samples in $\mathcal{L}$ for CT3, CF7, DAS-CMOP3_12 and MW11 with their respective (best-known or true) Pareto front in red dots. For the generation of the color-map, the constraint violation values of points very close to each other in the objective space are aggregated using the lowest value

PFcv), DAS-CMOP3_12 (low PFd, low PFcv) and MW11 (low PFd, low PFcv) – are further analyzed. Fig. 9 shows color-maps of the minimum constraint violation values in the objective space based on the samples from $\mathcal{L}$ along with the respective best-known (CT3) or true Pareto front. It becomes apparent that PFd measures the ease of randomly sampling points in the vicinity of the Pareto front and PFcv the constraint violation of the closest known points. These particular problems represent four different situations:

1) While it is possible to find samples near the best-known Pareto front for CT3, it is harder to find feasible solutions.
2) For CF7, the sampling near the Pareto front is challenging, but it seems easier to find feasible solutions scattered all over the objective space, in particular in the direction of the Pareto front.
3) Random samples of DAS-CMOP3_12 are located in a narrow band reaching to the Pareto front and some constraints clearly guide the search process towards the optimum. Finding points outside this band is a clear challenge for diversity.
4) More uniformly distributed feasible samples near the Pareto front can be found for MW11 and here as well, some constraints clearly guide in the right direction.

The optimization challenges of the four situations are different and might thus require a different set of tools to be addressed efficiently. CF7 might, for example, be better solved by specific search operators regardless of constraints, while a specific constraint handling strategy or diversity generating operators would be needed for the others. And indeed, C-TAEA was better at solving DAS-CMOP3_12 and MW11.

Finally, an additional specificity of MODAct problems is their high number of constraints. Fig. 10(A) represents the relative share of solutions from the random samples $\mathcal{L}$ grouped by number of simultaneously violated constraints for all the investigated problems with more than two constraints. The results suggest that MODAct problems are heavily constrained and have at least 50% of the search space where at least two constraints are simultaneously violated, or even at least three for the more challenging problems. For these levels, up to five constraints can be violated simultaneously in a non negligible part of the search space.

With that respect, the car-side impact problem is comparable to problems with constraint level 1. The search space of the water problem, despite its six constraints, is mostly unconstrained and when constrained, there is only one violated constraint. DAS-CMOP problems have 11 or 7 constraints most of which, however, are not simultaneously violated. The exceptions are DAS-CMOP problems with triplet 12, which have up to three simultaneous violations. MW problems have less constraints, but nonetheless, MW10 and MW11 show two violated constraints throughout the samples.

This analysis is based on the whole search space and is therefore not necessarily representative of what an optimizer would encounter during its search. Fig. 10(B) shows the average share of simultaneously violated constraints encountered during the optimizations performed by NSGA-II/III. Following the results reported by Tanabe and Oyama [9], only a small fraction of the generated solutions for the car-side impact and water problems – about 5.4% and 7.0% respectively – yield one or more simultaneously violated constraints. While the number is similar to what is shown in Fig. 10(A) for the water problem (8.1%), the difference is significant for the car-side impact problem (80%) and suggests that in practice, not all constraints are as critical as expected.

This reduction is also observed to a more limited extent for the other problems. Yet, three and more simultaneous constraint violation have only been encountered on MODAct problems with constraint levels 3 and 4 and their share still represents 5-10%. This is a key and unique feature algorithms have to be able to deal with.

VII. Conclusion

In this paper, the design of electro-mechanical actuators has been used to derive realistic benchmark problems for constrained multi-objective optimization. The proposed new test suite MODAct is composed of 20 problems built around four different constraint levels and up to five objectives. With discontinuities in the objective space and a focus on constraints, these problems are representative of many common mechanical design applications. In addition, a constraint landscape analysis method applicable to CMOPs has been presented. It relies on existing metrics (Fsr and Rfb) as well as three new ones (nRfb, PFd and PFcv).

MODAct has been studied through this constraint landscape analysis approach and by running a convergence study with NSGA-II, NSGA-III and C-TAEA. The same methods were applied to existing benchmark problems from literature: CTP, CF, car-side impact, water, MW and selected DAS-CMOP. The results have been compared to highlight the differences, leading to the following observations:
For MODAct, the convergence quality of NSGA-II, NSGA-III and C-TAEA decreases as tighter constraints are added, up to the point where finding a front close to the optimum is rather unlikely. As such, MODAct covers a wide range of complexity levels.

While C-TAEA demonstrates better performance than NSGA-II or NSGA-III on many existing benchmark problems, this is not the case for MODAct.

MODAct problems are characterized by a very small FsR. However, this analysis suggests that a low FsR alone does not necessarily imply difficult problems for optimization algorithms.

Certain combinations of PFd and PFcv highlight potentially different optimization challenges: finding feasible solutions, promoting diversity and moving towards the Pareto front. Yet, they might not all be related to the constraints.

Finally, the number of simultaneously violated constraints in solutions generated along the various optimizations further emphasized the importance of the constraints and their combinations in MODAct problems, since a large majority of the found solutions are violating several constraints.

The fact that established and modern optimization algorithms struggle with constraints clearly is an important motivation for further research on constrained multi-objective optimizers. With its tunable level of complexity (objectives and constraints), the MODAct test suite is well designed to promote advanced constraint handling strategies and the development of the required tools to further push multi-objective optimization in engineering problems.

Depending on their priorities, researchers can focus on a single class and multiple constraint levels or explore multiple objectives with fewer constraint levels. The framework also offers a pathway to explore the impact of a larger search space or more challenging problems through new constraint combinations as algorithms evolve.

Future work should evaluate more existing and new optimization algorithms and constraint handling strategies to identify features that help efficiently solve MODAct and other problems. In addition, additional constraint analysis tools are needed to continuously improve the understanding of new and published constrained multi-objective problems. This valuable information should then inspire future algorithm development.

ACKNOWLEDGMENT

The authors would like to thank Dr. E. de Lange from Johnson Electric International AG for his support and for providing the considered application.

This work is sponsored by Innosuisse (the Swiss Innovation Agency).

REFERENCES


Cyril Picard received the B.Sc. and M.Sc. degrees in mechanical engineering from the Ecole polytechnique fédérale de Lausanne (EPFL), Lausanne, Switzerland in 2013 and 2015, respectively.

He is currently pursuing the PhD degree at the Laboratory for Applied Mechanical Design at EPFL, Neuchâtel, Switzerland, under the supervision of Prof. Schiﬀmann. His current research interests include automated and integrated design methodology, and algorithms and constrained evolutionary optimization.

Jürg Schiﬀmann received his Ing. degree in mechanical engineering from the Ecole polytechnique fédérale de Lausanne (EPFL), Lausanne, Switzerland in 1999. He received his PhD degree in mechanical engineering from EPFL in 2008.

In 1999, he co-founded a start-up company dedicated to the design of gas-lubricated bearings. In 2005 he joined Fischer Engineering Solutions, Herzenburgerhe, Switzerland, where he led the development of small scale, high-speed turbomachinery. In 2008, he then joined the Gas Turbine Lab at the Massachusetts Institute of Technology (MIT), Boston, MA, USA as a postdoctoral associate where he worked on foil bearings. In 2013, he was nominated assistant professor at EPFL, Neuchâtel, Switzerland.

Dr. Schiﬀmann has received several awards from the American Society of Mechanical Engineers (ASME).