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Abstract

Modern machine learning methods and their applications in computer vision are known to
crave for large amounts of training data to reach their full potential. Because training data
is mostly obtained through humans who manually label samples, it induces a signi“cant
cost. Therefore, the problem of reducing the annotation load is of great importance for
the success of machine learning methods.

We study the problem of reducing the annotation load from two viewpoints, by
answering the questions•What to annotate?Ž and •How to annotate?. The question
•What?Ž addresses the selection of a small portion of the data that would be su�cient
to train an accurate model. The question •How? focuses on minimising the e�ort of
labelling each datapoint.

The question •What to annotate?Ž becomes particularly compelling if we can select
data to be annotated in an iterative and adaptive way, a setting known as active learning
(AL). The key challenge in AL is to identify the datapoints that are the most informative
for the model at a given stage. We propose several techniques to address this challenge.
Firstly, we consider the problem of segmenting natural images and image volumes. We
take advantage of image priors, such as smoothness of objects of interest, and use them in
a novel form of geometric uncertainty. Using this, we design an AL technique to e�ciently
annotate data that is tailored to segmentation applications. Next, we notice that no
single manually-designed strategy outperforms others in every application and that often
the burden of designing new strategies outweighs the bene“ts of AL. To overcome this
problem we suggest learning an AL strategy from data by formulating the AL problem
as a regression task that predicts the reduction in the generalisation error achieved by
labelling each datapoint. This enables us to learn AL strategies from simulated data
and to transfer them to new datasets. Finally, we turn towards non-myopic data-driven
AL strategies. To this end, we formulate the AL problem as a Markov decision process
and “nd the best selection policy using reinforcement learning. We design the decision
process such that the policy can be learnt for any ML model and transferred to diverse
application domains.
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Abstract

E�ectively addressing the question •How to annotate?Ž is of no less importance as
large cost savings can be achieved by labelling each datapoint more e�ciently. This can
be done with intelligent interfaces that interact with a human annotator. We make two
contributions towards answering the question•How?Ž. Firstly, we propose an e�cient
technique to annotate 3D image volumes for image segmentation. Annotating data in3D
is cumbersome and an obvious way to facilitate it is to select a subset of the data lying
on a 2D plane. To “nd the optimal plane ( i.e. the one containing the most informative
datapoints) we design a branch-and-bound algorithm that quickly eliminates hypotheses
about the optimal projection. Secondly, we propose an intelligent data annotation method
to train object detectors. Instead of always asking the human annotator to draw bounding
boxes in images, we detect automatically in which cases we can rely on the current detector
and verify its proposal.

Keywords machine learning, active learning, classi“cation, interactive learning, meta-
learning, computer vision, segmentation, object detection
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Résumé

Les méthodes modernes d•apprentissage automatique (en anglais : machine learning, ou
ML) et leurs applications en vision par ordinateur sont connues pour avoir besoin de
grandes quantités de données d•entraînement pour atteindre leur plein potentiel. Comme
ces données d•entraînement sont principalement obtenues par un étiquetage manuel des
échantillons, cela induit un coût important. En conséquence, le problème de la réduction
de la charge d•annotation revêt une importance particulière pour le succès pratique des
méthodes d•apprentissage automatique.

Nous étudions le problème de la réduction de la charge d•annotation de deux points
de vue, en tentant de répondre aux questions•Qu•annoter ?Ž et •Comment annoter ?Ž.
La question •Quoi ?Ž traite de la sélection d•un sous-ensemble des données su�sant pour
entraîner un modèle précis. La question•Comment ?Ž se concentre sur la réduction du
temps requis par un humain pour annoter chaque donnée.

La question •Qu•annoter ?Ž devient particulièrement prometteuse si nous pouvons
sélectionner les données à annoter de manière itérative et adaptative : ce cas est communé-
ment appelé apprentissage actif (en anglais : active learning, ou AL). Dans ce cas, le dé“
principal est d•identi“er les exemples les plus informatifs pour apprendre un certain mo-
dèle. Nous proposons plusieurs techniques pour relever ce dé“. D•abord, nous considérons
le problème de la segmentation d•images et de volumes d•images. Nous tirons parti des
caractéristiques géometriques des images, telles que la régularité des objets representés,
et les utilisons dans une nouvelle mesure d•incertitude. A partir de cela, nous concevons
une technique d•AL particulièrement adaptée aux applications de segmentation. Ensuite,
nous remarquons qu•aucune stratégie conçue manuellement n•est meilleure que toutes
les autres dans chaque application et que, souvent, l•e�ort nécessaire à la conception
d•une nouvelle stratégie d•étiquetage l•emporte sur les avantages d•AL. Pour surmonter ce
problème, nous proposons d•apprendre une stratégie AL à partir de données, en utilisant
un modèle de régression qui prédit la réduction de l•erreur de généralisation à partir de
l•étiquetage d•un point de donnée. Cela nous permet d•apprendre des stratégies AL à
partir de données simulées et de les transférer sur de nouveaux domaines. Pour “nir, nous
nous tournons vers des stratégies AL qui essaient de minimiser le coût d•étiquetage à
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Résumé

long terme. Pour cela, nous formulons le problème d•AL comme un processus de décision
markovien et trouvons la meilleure stratégie de sélection en utilisant l•apprentissage par
renforcement. Nous formulons le processus de décision markovien de manière à ce que la
stratégie puisse être apprise de façon générale pour tous les modèles ML et transférée de
façon performantes vers divers domaines applicatifs.

Il est tout aussi important de répondre à la question•Comment annoter ?Ž, car de
grandes économies peuvent être réalisées en étiquetant chaque donnée plus e�cacement.
L•approche que nous considérons consiste à développer des interfaces intelligentes qui
interagissent avec un annoteur humain. En particulier, nous apportons deux contributions
pour répondre à la question•Comment ?Ž. Premièrement, nous proposons une technique
e�cace pour annoter des volumes d•image3D pour la segmentation. L•étiquetage de don-
nées tridimensionnelles est lourd et complexe, et un moyen évident de le faciliter consiste
à sélectionner un sous-ensemble des données qui se trouvent sur plan bidimensionnel.
Pour trouver le plan optimal (c•est-à-dire celui qui contient les pixels les plus informatifs),
nous concevons un algorithme par séparation et évaluation qui élimine rapidement les
hypothèses non optimales. Deuxièmement, nous proposons une méthode d•annotation
intelligente pour entraîner un détecteur d•objet. Au lieu de demander systématiquement
à l•annotateur humain de manuellement délimiter les objets sur les images, nous parve-
nons à reconnaître automatiquement dans quels cas il est plus e�cace de véri“er une
proposition du détecteur.

Mots-clés apprentissage automatique, apprentissage actif, classi“cation, apprentissage
interactif, méta-apprentissage, vision par ordinateur, segmentation, détection d•objet
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1 Introduction

1.1 Motivation

Modern machine learning (ML) techniques require large amounts of training data to
reach their full potential. Because of the power that these techniques demonstrate, most
recent advances in computer vision (CV) rely on them. Thus, modern CV methods are
known to crave for large amounts of training data. Yet, annotated data is hard and
expensive to obtain, in particular in vision tasks where the annotations require laborious
human intervention. Beyond CV, the same problem arises in specialized domains such
as biology, medicine, and high energy physics, where only experts (whose time is scarce
and precious) can provide reliable labels. Thus, the combination of a large demand for
annotated data and the signi“cant cost of labelling makes the problem of reducing the
annotation load a very important task for many ML applications.

In this thesis, we develop methods that help to annotate data in an intelligent way. We
are faced with a situation where domain experts are at our disposal, but their time is
limited and expensive. Therefore we would like to utilize it as e�ectively as possible.
For this, we design intelligent methods that reduce the annotation load. Recall that ML
methods demonstrate a great potential for prediction tasks. The key to annotating data
intelligently is to use insights that ML models can provide already during the annotation
stage, before labels of most datapoints are known.

There are two ways to reduce annotation load: We can either annotate less data, or we can
annotate each datapoint with a smaller cost. Thus, we address two questions in our work:
•What to annotate?Ž and •How to annotate?Ž. When deciding •What to annotate?Ž, we
seek the smallest possible set of training samples that would be su�cient to train a
predictive model. Some datapoints are more informative for ML algorithms than others.
If we can focus training on informative examples, the model can be trained with less
supervision. Intuitively, this should be possible to achieve. For example, imagine a support
vector machine classi“er. Its predictions depend only on datapoints that are chosen as
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Chapter 1. Introduction

support vectors and a set of support vectors is typically much smaller than a training
set. If we could identify (even imperfectly) the datapoints that could become support
vectors prior to annotating data, the annotation e�ort could be reduced signi“cantly.
The challenge is to identify such datapoints before obtaining all the labels.

We can address the question•How to annotate?Žwith the help of intelligent annotation
interface. We notice that various annotation modalities have di�erent costs. For example,
a binary answer to the question whether a given object is detected correctly is cheaper
than manually drawing a bounding box; annotating 2D images is typically cheaper than
annotating 3D image stacks. In many cases, the cheaper annotation modality has a
su�cient amount of information for training an ML method and a more detailed modality
is unnecessary, for example, a positive binary con“rmation of a bounding box proposal
contains as much information as a box drawn by hand. If we could identify in advance
when a cheaper modality would still result in su�cient supervision for a given task, we
would save annotation costs. Once again, the challenge is to understand this prior to
annotating data.

To build data-annotation pipelines we experiment with two types of techniques:manually-
designedand data-driven. First, we consider manual design. In this case, the methods
we develop rely on our intuitions about the most e�cient annotation strategy or the
most convenient collaboration with the user. The resulting methods are usually intuitive,
easy to implement and can leverage prior knowledge about the problem. However, their
performance may vary signi“cantly from one scenario to another. Besides, relying on the
knowledge of an algorithm designer for every particular problem is not scalable and may
be suboptimal.

Data-driven techniques for data annotation started gaining popularity with the rise of
meta-learning methods in ML. In particular, this means that the selection strategies
themselves arelearnt from data. As a result, they are usually less interpretable and require
prior training. However, once they are constructed, they can be applied to many problems
and prior knowledge of a human algorithm designer is not needed any more. Besides,
these techniques are very ”exible and they can combine known selection strategies or
design completely new strategies.

Table 1.1 … Organisation of this thesis in terms of•What to annotate?Ž and •How to
annotate?Žresearch questions andhand-designedand data-driven techniques.

Question / Technique What to annotate? How to annotate?

Manually-designed Chapter 2 Chapter 2

Data-driven Chapter 3, Chapter 4 Chapter 5

2



1.2. Contributions of this thesis

In this thesis we study how both types of techniques„manually-designed and data-
driven„can be used to answer the two questions of data annotation: •What?Ž and
•How?Ž. Table 1.1 shows the organisation of this work in terms of annotation questions
and design techniques. While the answer to the question•What?Ž reduces the annotation
load by minimizing the amount of data to be labelled, the answer to the question•How?Ž
helps to reduce the time to label datapoints. In practice, each of these techniques has
a cost-saving potential. Additionally, combining them together can help to reduce the
annotation cost even further. While manually-designed techniques are bene“cial for
speci“c problems, the data-driven techniques are promising in a wide range of settings.

Research statement By adaptively selecting what data to annotate and by intelli-
gently deciding how to annotate it, it is possible to reduce the annotation load in ML
applications. ML techniques can help to design annotation methods either by supporting
human intuitions or learning a strategy from data.

1.2 Contributions of this thesis

This thesis addresses the problem of reducing data annotation cost in various problems
and settings. The applications we consider range from segmentation of3D image volumes
to detecting Higgs boson.

We start with manually-designed methods to address a particular problem. Chapter 2
discusses the question•What to annotate?Ž in the context of binary and multi-class
image segmentation for2D and 3D images. We use image smoothness priors to detect
the most uncertain regions in images. For3D image volumes we additionally propose a
method that answers the question•How to annotate?Žby reducing 3D annotation to
2D annotation. For this we introduce a branch-and-bound algorithm to “nd a 2D plane
containing the most uncertain voxels. We conduct experiments in multiple challenging
datasets where our methods demonstrate good performance at a lower cost compared to
conventional methods.

Starting from Chapter 3, our attention shifts towards data-driven approaches. Instead of
manually designing algorithms we learn them from previous interactions with data. We
apply this technique to answer both •What to annotate?Ž and •How to annotate?Ž.

In Chapters 3 and 4 we propose data-driven meta-AL approaches for binary classi“cation.
First, in Chapter 3, we treat AL as a regression problem where we predict the reduction in
the test error as a function of a current classi“cation state and available datapoints. The
meta-AL strategy is learnt on synthetic data and then applied to a new domain. Next, in
Chapter 4, we model AL as an MDP and “nd a selection strategy with a reinforcement
learning algorithm. For this, we formalise the objective of AL so as to achieve a pre-de“ned

3



Chapter 1. Introduction

quality with the smallest amount of annotations. The proposed data-driven approaches
outperform standard strategies and bring us closer to a general-purpose learnt AL policy.

Lastly, in Chapter 5, a data-driven approach is applied to the question•How to anno-
tate?Ž. We design an annotation method for bounding boxes in object detection. We
combine several annotation modalities either with a learnt probabilistic model or with a
reinforcement learning algorithm. Our intuition is that the annotation strategy should
depend on properties of the image, class, and detector, and should be learnt from data
from previous annotation experiences rather than modelled explicitly. The learnt policy
is shown to perform consistently better than “xed combinations of annotation modalities.

In the remainder of this introductory chapter we formalise what we mean by the questions
•What?Ž and •How?Ž. We attempt to cover these topics broadly as there is no survey
reporting recent progress in a uni“ed way. We start in Section 1.3 by introducing the
active learning (AL) problem. We present a few selection strategies, focusing on the
recent shift towards data-driven techniques. In Section 1.4 we review the progress in
answering the question•How to annotate?Žand in particular we investigate how it is
applied to various tasks in CV. Detailed summaries of contributions of this thesis towards
answering each question can be found at the end of the corresponding section.

1.3 What to annotate?

When we address the question•What to annotate?Ž our aim is to reduce the cost by
reducing the amount of annotated data, but to keep the prediction quality of the trained
model high. In this thesis we consider an interactive annotation setting where an oracle,
who can provide a correct label for any given datapoint, is at our disposal. In such a
scenario, active learning (AL) is the technique of choice.

AL seeks to “nd, iteratively and adaptively, a small set of training samples to be annotated
for e�ective model training [ 164]. In practice, this means that instead of asking an oracle
to annotate all the data, we carefully select which datapoints should be labelled next
based on what we know so far. The intelligent selection of data to be annotated can help
to reach a good model performance using fewer labels.

In this section we introduce AL problem both intuitively and formally. Then, we review
the development of AL methods in terms of query selection algorithms starting from
manually-designed strategies and moving towards the strategies that are learnt from
data. In the literature review we mostly concentrate on empirical results in AL. Next,
we enumerate various problem formulations that take into account realistic problem
constraints. Then, we brie”y outline related problems that put ideas from AL in a di�erent
perspective. Finally, we enumerate the contributions of this thesis towards answering the
question •What to annotate?Ž.

4



1.3. What to annotate?

1.3.1 Active learning problem formulation

We have a datasetD = { (x1, y1), . . . , (xN , yN )} and we would like to train a classi“er
f on a subsetD such that it will be e�cient in predicting labels of unseen datapoints
from the same distribution. A datapoint xi is represented by aD-dimensional feature
vector and yi � Y is its label, where there areY possible labels. For example, we often
study binary classi“cation: Y = { 0, 1} . We consider the pool-based setting where all
datapoints xi are observed prior to the annotation procedure. We choose a classi“erf
that is iteratively trained on some L t � D to map features to labels:f t (xi ) = �yi , for
example, by predicting the probability pt (yi = y | xi ). Given a classi“er and a pool of
unlabelled data, the goal of AL is to select which datapoints should be annotated next in
order to learn a classi“cation model as quickly as possible. Schematically, the standard
AL procedure is illustrated in Figure 1.1. Formally, the AL episodeunfolds as follows.

The algorithm starts with a small labelled training dataset L 0 � D and a large pool of
unlabelled data U0 = D \ L 0. Then, the following steps are performed at iteration t:

1. A classi“er f t is trained using L t .

2. A query selection procedure picks an instancex�
t � U t to be annotated at the next

iteration.

3. x�
t is given a labely�

t by an oracle. The labelled and unlabelled sets are updated.

4. t is incremented.

The procedure terminates when the desired classi“cation quality is achieved or the number
of iterations reaches a prede“ned limit. In practice, achieving a pre-de“ned quality is
determined by a user of the system, and in the experiments we use a validation dataset
for this purpose.

5



Chapter 1. Introduction

Query 
selection 

Labeled 
    data

ClassiÞer

Unlabeled 
    data

Here it is! 
(x� , y� )

Give me a  
    label for x�

Figure 1.1 … Active learning (AL) procedure. AL aims to ease the data collection process
by automatically deciding which instance (x �

t ) an oracle should label to train a classi“er
f t as quickly and e�ectively as possible with the minimal amount of manual intervention.

1.3.2 Evolution of active learning methods

The extensive development of AL in the last decades has resulted in numerous strategies,
varying in query selection policies, problem formulations, and practical restrictions. There
are multiple ways to look at the kaleidoscope of existing methods. Many selection policies
and practical considerations are covered by Settles[164]. Kovashka et al. [94] review AL
strategies as part of crowdsourcing pipelines. In this thesis we take another perspective
and review the development of methods from manually-designed heuristics to data-driven
approaches.

Manually-designed methods

The driving force of manually-designed AL methods is the knowledge of an expert in ML.
The strategies are motivated either by intuitions of the researcher (•the most uncertain
datapoint should help the classi“er the mostŽ leads to uncertainty sampling strategy)
or by approximations of theoretical objectives (•to minimize the loss we can decompose
it into bias and variance and attempt to minimize the variance of the modelŽ leads
to variance minimization methods). These methods di�er in their computational costs,
theoretical guarantees, applicability with various classi“cation schemas, etc., but they
are uni“ed by the fact that a human designer decides explicitly how the datapoints are
selected. Here we describe a few representative methods from this family. We focus on
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the methods that demonstrate empirical advantages in practice and that are important
for the presentation of the next chapters.

Uncertainty sampling Among many selection strategies, uncertainty sampling (US)
is both simple and computationally e�cient. This makes it one of the most popular
strategies in real applications, ranging from text classi“cation [179] to predicting the 3D
layout of rooms [122]. In short, it suggests labelling samples that are the most uncertain
for the classi“er, i.e. closest to the classi“er•s decision boundary. US and its variants
are reported to work remarkably well in numerous scenarios and settings despite their
simplicity [115, 21, 64, 122, 172].

Three ways to de“ne the most uncertain datapoint are presented in the book of Settles
[164]: 1) maximum entropy of posterior probability distribution over classes, 2) minimal
probability of selected class, and 3) minimal gap between the two most probable classes.

1. The most common way to estimate uncertainty is to compute the Shannon entropy
H of the probability distribution over classes

H [p(yi = �y | xi )] = Š
�

�y�Y

p(yi = �y | xi ) log p(yi = �y | xi ), (1.1)

and then to select a samplex� that maximizes it:

x� = arg max
xi �U

H [p(yi = y | xi )]. (1.2)

We will refer to this strategy as total entropy.

2. Another way of selecting the most uncertain sample involves a datapoint with the
smallest posterior probability for its most likely class b1, that is,

x� = arg min
xi �U

p(yi = b1 | xi ) = arg min
xi �U

max
b�Y

p(yi = b | xi ). (1.3)

We will refer to this strategy as minmax because of its structure.

3. Uncertainty can also be measured by the di�erence in probability between the “rst
and second most highly ranked classesb1 and b2. The most uncertain sample is
then taken to be

x� = arg min
xi �U

{p(y i = b1 | xi ) Š p(yi = b2 | xi )}. (1.4)

We will refer to this strategy as min margin because it minimizes the margin
between the prediction and the second candidate for it.
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In the case of binary classi“cation, selection bytotal entropy, minmax, and min margin
are strictly equivalent because the corresponding expressions(1.2), (1.3) and (1.4) are
monotonic functions of each other and they select a datapoint with the probability to
belong to any of the classes closest to0.5. In the multi-class scenario, however, they are
not equivalent and using one or the other can result in di�erent behaviours [80, 114, 93].
According to Settles [164], total entropy is best suited for minimizing the expected
logarithmic loss, while minmax and min margin are better for minimizing the expected
0/ 1-loss. There are many works relying on one of the above criteria or on their combination.
This includes selection uncertainty [70], posterior distribution entropy [ 80, 202], the
selected entropy or minimum margin criteria combined with exploration criteria [114],
and all three strategies together [93].

Density-weighted methods The aim of the density-weightedquery strategies is
to account for the whole unlabelled setU while selecting a datapoint. For example,
representative sampling[105, 192] helps to avoid querying outliers and to select samples
that are the most representative of the underlying distribution, and thus, once labelled,
could in”uence the classi“er the most. This approach is usually combined with other
query selection strategies, for example, with uncertainty sampling. One variant could be:

x� = arg max
x�U

�

� 1
|U|

�

x i �U

s(x, x i )

�

�

�

· � (x ), (1.5)

where � (x) is the informativeness measure according to some criteria (for example,total
entropy), s measures how similar a datapoint is to another and a constant� controls
the relative importance of the terms. Despite being very simple, density-based methods
empirically demonstrate an advantage over other strategies in some applications [165].
Another way to incorporate the data distribution into the selection strategy is by enforcing
the selected datapoints to bediverse, i.e. to be su�ciently di�erent from already annotated
datapoints in L . This strategy is used in numerous applications, especially when a batch
of samples needs to be selected [48, 107, 202].

Query-by-committee (QBC) Query-By-Committee (QBC) combines predictions of
di�erent classi“ers and queries datapoints on which they disagree the most [55, 17].
This approach is inspired by the Probably Approximately Correct (PAC) learning
framework. The intuition behind this strategy is that the points from controversial
regions (according to the classi“er) are the most informative as they help to eliminate
many wrong classi“cation hypotheses at once. When constructing a QBC algorithm
one needs to select a committee of classi“ers which vote on which classy a datapoint
x belongs to. The selection strategy is then to chose a datapoint maximizing the vote
entropy. This query selection method is often employed in practice as it does not require
class probability estimates [17].

8



1.3. What to annotate?

Expected model output change (EMOC) Another intuitive selection strategy is
Expected Model Output Change(EMOC) [ 82, 52]. The idea is to add a point x� that has
the greatest impact on the parameters of a model after retraining it with a new labelled
dataset L t+1 = L t � x� . As the real label is unknown, the impact can be measured as the
expectation over possible labelsY.

Data-driven methods

Empirical studies [165, 12, 47] show that there is no single manually-designed AL strategy
that consistently outperforms all others in all applications. Manual design has limited
applicability when strategies are optimized for a particular application and/or problem
setting. While they can achieve remarkable performance in speci“c applications, it
is often challenging to predict in advance which strategy is the most desirable in a
particular situation. Besides, they are limited to the ML researcher•s intuitions, and do
not systematically explore the entire solution space.

To overcome these limitations, recent approaches tend to design a strategy in a data-driven
fashion. Instead of hand-crafting a method to a particular problem at hand, meta-learning
generates a method directly from data. In its simplest form, meta-AL learns to combine
various manually-designed methods to account for properties of the dataset and to adapt
to a changing classi“er. A more ”exible meta-AL approach goes beyond combining
existing methods and it can propose a completely new selection strategy based on the
properties of a dataset and a classi“er.

Learning to combine AL strategies If a single manually designed method does
not consistently outperform all the others, we might determine which of the strategies
has the biggest potential for the problem and choose to apply it. Thus, early meta-
AL strategies are concerned with how to dynamically combine several query strategies
together [134, 12, 62, 35, 47]. In this case, a strategy is learnt on the ”y while the data
from the domain of interest is labelled by an oracle. In practice it means that all strategies
from an ensemble of candidate strategies are applied to the data collection and their
progress is evaluated during an AL run. Then, the strategy which selects the most useful
datapoints should have more in”uence on the future selection. The progress can not be
evaluated directly as there is not enough labelled data to measure the performance. Thus,
introducing a criterion for a robust performance evaluation with little data becomes the
main challenge for these approaches.

The “xed combination of several strategies is already present at the core of density-
weighted methods. These strategies can be regarded as an exploration/exploitation type of
approach. On the one hand, the uncertainty component •exploitsŽ when it tries to re“ne
the decision boundary. On the other hand, representativeness and diversity components
•exploreŽ by sampling in under-represented but dense regions of the feature space. A
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natural step towards meta-AL is to dynamically determine the amount of exploration and
exploitation needed at the current learning stage. Osugi et al.[134] suggest an approach
where the amount of exploration is adjusted automatically based on its success in the
previous iterations. The intuition is that if there is a signi“cant change in the hypothesis
caused by exploration, it is successful and its probability should be increased. On the
contrary, if exploring does not modify the current hypothesis, its probability should be
decreased and the strategy should concentrate on re“ning the boundary.

A more complex way to balance between exploration and exploitation is proposed by Ebert
et al. [47]. They model the annotation procedure with a Markov decision process (MDP).
In this case, not only can the amount of exploration be adjusted over time, but also
the exploitation strategy can be chosen among competing uncertainty criteria (such as
total entropy and min margin, for example). The states of MDP are various exploitation
strategies with a “xed amount of exploration. An action is taken by switching between
strategies or adjusting the amount of exploration. This approach can be extended by
adding a strategy to “nd high-quality oracles in the multi-annotator scenario [114]. This
is done by extending the state and action spaces with strategies that select an oracle
according to some criteria.

It is possible to form a combination of strategies that is more ”exible by selecting
them from a pool and assigning some weights. This probabilistic blending does not only
address the exploration/exploitation dilemma, but it can also combine arbitrary selection
strategies. It can be done with the help of a multi-armed bandit algorithm [12, 62],
where various AL heuristics are treated as arms of a bandit. During an AL episode, the
strategies from a pool of candidates are assigned weights based on their past performance.
The success of an exploration strategy is measures by the amount of change in the
ML model [134, 47], but this does not perfectly align to the ultimate success of an AL
strategy. The AL progress can be measured by the reduction in the test error, however, it
is impossible to estimate it during an AL episode because only very limited annotated data
is available. Baram et al. [12] propose to use the maximum entropy criterion to estimate
the relative classi“cation performance without labels. Hsu and Lin [62] continue this line
of work. They introduce a new unbiased estimator of the test error: importance-weighted
accuracy. Chu and Lin [35] go further and transfer the bandit-learnt combination of AL
heuristics between di�erent problems. The weights from a previously learnt combination
are used to initialize the combination weights when AL starts on a new problem.

There are two main limitations of approaches that combine AL strategies. First of all, as
learning happens while performing AL, the success of a blend depends on the ability to
estimate the classi“cation performance from scarce annotated data. The second limitation
is that this approach can only combine existing, human-designed strategies in adaptive
manner, but it cannot propose a truly new strategy.
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Learning AL from data The most recent meta-AL works try to learn a free-form
strategy from data that goes beyond combining existing techniques [9, 37, 149]. To learn
an AL strategy from data, they formulate an AL process as an MDP where states are
characterised by a classi“er and a dataset and actions are the unlabelled samples. Then,
given an annotated dataset, we can simulate AL episodes by interacting with a simulated
oracle. Availability of labelled data makes tracking the progress easy and precise. Then,
one can learn what kind of actions are the most bene“cial for training a classi“er in
each state of the environment. Finally, an annotation policy maps the properties of the
current learning state into a scoring function for each datapoint.

Liu et al. [113]learn a meta-AL strategy by imitation learning. This requires an algorithmic
expert which can demonstrate what action is the best in a given situation. For this, they
simulate labelling every datapoint from the unlabelled set and check by how much the
accuracy is changed. They use the action (datapoint) that makes the biggest greedy
progress in AL as supervision in imitation learning. A disadvantage of imitation learning
is the way how an algorithmic expert generates ideal behaviour. As it looks only one step
ahead, its supervision is greedy and a suboptimal policy might be learnt.

To learn a non-myopic policy, reinforcement learning can be employed. Non-myopic
behaviour is achieved by setting the objective function to maximise a long-term AL reward.
The method of Bachman et al. [9] is an extension of one- (or few-) shot learning [184]
where a classi“cation model is learnt from few samples after observing many related
tasks. It learns jointly a data representation, a classi“er, and an AL strategy. As a reward
they consider the cumulative performance on a validation set at each iteration. The
behavioural policy is learnt with a reinforcement learning method: a policy gradient
method.

Fang et al. [50] study a stream-based AL setting where datapoints come one after another
and a decision on whether to annotate each one or not should be made immediately
before observing subsequent data. Their MDP has two possible actions: annotate or skip
a datapoint. Then, a Q-learning based reinforcement learning algorithm is used to learn
a policy that is represented by a neural network. The data representation is learnt jointly
with the selection strategy and is used for state representation.

A limitation of existing meta-AL approaches is that their success on a new problem
largely depends on the availability of similar annotated datasets. A typical set-up for these
approaches involves many related tasks or classes. For example, the method of Bachman
et al. [9] is applied to hand-written characters from di�erent alphabets and recommending
items to di�erent users. Then, it is assumed that data from the related tasks (other
alphabets or users) is already annotated and the question is how to annotate classes
from a new task. The transfer of learnt AL strategies is only performed in the context
of standard transfer learning where the tasks are very related, such as transfer between
languages [50, 113] or cross-domain sentiment analysis [113].
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1.3.3 Practical constraints and problem formulations

In practice, the annotation problems encountered in real-world applications are very far
from vanilla AL settings due to a number of constraints. For example, there might be
no perfect oracle, but multiple noisy oracles. Also, the cost of annotation of di�erent
datapoints can di�er depending on properties of the data. When a direct application of
existing policies is impossible, a specially tailored AL procedure is designed to take the
constraints into account. In this section we review several real-life constraints that are
common for AL pipelines.

Di�erent forms of annotation Depending on the form of feedback from an oracle,
the AL query selection strategy needs to be signi“cantly modi“ed. For example, if an
oracle is given an opportunity to provide feedback on the attributes (for example, feedback
on a landscape image used to train a scene classi“er could be •this scene is too open to be
a forestŽ), this feedback can be propagated to other images that share this attribute [21].
Then, the AL selection strategy takes into account the results of this label propagation.
If annotators can provide feedback at di�erent levels (for example, feedback on t one
level is scene classi“cation and another is object classi“cation), an AL method should
additionally make a decision on what level to make a query [106]. A very di�erent form
of feedback is proposed by Huijser and van Gemert[68]. They suggest directly labelling
the decision boundary. A generative model proposes instances that are a fusion of two
classes along a1D line (for example, images that gradually transform a shoe into a bag).
Then, they ask the annotator to indicate where the transition between the classes is.
This annotation translates to a point on a decision boundary back in the feature space.
We discuss various forms of feedback in more detail when we discuss the question•How
to annotate?Žin Section 1.4.

Choosing a labeller A realistic annotation environment in large-scale problems in-
volves a pool of annotators who di�er in their level of expertise and motivation. A number
of AL approaches consider a problem of selecting jointly a datapoint and an annotator for
it [ 151, 64, 115, 114]. A special form of this problem is to choose one of two oracles, one
of which provides •gold standardŽ labels for a high price and another one provides noisy
labels for a small price [204]. Similar ideas can be applied in the context of multi-task
learning [132] where an AL algorithm can decide whether it should learn from other tasks
or query an oracle.

Abstaining oracles The assumption that every datapoint can be labelled is often
unrealistic in practice. Some instances can be too di�cult or ambiguous to label, or
even irrelevant for a given classi“cation task [82]. The selection of the best oracle for a
particular datapoint should take into account the probability that it can actually provide
a label [200]. Besides, the oracle might abstain from labelling di�cult datapoints until
he develops a good intuition about the class separation [67].
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Cost-sensitive AL In practice, not all datapoints have equal annotation cost. We can
easily imagine that an instance that is uncertain for a classi“er is ambiguous for an oracle
as well. Annotating an ambiguous datapoint might take more time than annotating a
simple datapoint. This motivates cost-sensitive AL, where the cost of each label might be
di�erent [ 167, 183]. A special case of cost-sensitive AL isauditing, where only negative
labels are costly [156]. This constraint comes from the domain of fraud detection, where
an investigation of honest transaction is undesirable.

Bootstrapping AL If annotated data from related domains is available prior to AL,
transfer or few-shot learning can be used to e�ectively initialise the AL procedure. In
transfer learning [135] we have a source domain with a su�cient amount of annotated
training data and a target domain with little or no annotated data. The source and target
domains are considered to be related, but not identical, such that direct application
of trained models does not lead to good results. The goal of transfer learning is to
adapt a model or the dataset itself to account for the di�erences between domains. A
logical extension is to use transfer learning as a way to bootstrap AL [191, 54] or learn
transfer learning and AL jointly [ 33]. In few-shot (or one-shot) learning it is assumed that
many annotated datasets are available for a related problem (for example, many known
categories for object categorization) and a classi“er for a new problem (for example,
recognition of new object classes) is learnt from a small set of examples [51, 184, 157, 45].
A natural extension of few-shot AL is to allow for adaptive data selection as AL does.
Few-shot learning inspired several methods of meta-AL [9, 37, 149] and other annotation
tasks [198]. In this case, meta-AL is bootstrapped by data representation learnt on many
related datasets.

Meta-learning in annotation/prediction tasks There are several sequential an-
notation/prediction problems that are naturally formulated as an MDP and can be
approached by methods similar to meta-AL. Sometimes the authors refer to these prob-
lems as AL, but in this thesis we make a distinction between the settings. For instance,
in one of the formulations of a sequential prediction/annotation task an agent needs
to decide whether to predict or request a label [198]. Then the reward of an agent is
positive for making a correct prediction, slightly negative for requesting a label and very
negative for making a wrong prediction. This scenario is similar to stream-based AL, but
the task of annotating data for training is not detached from the task of prediction on
the unseen test dataset.

Contardo et al. [37] and Ravi and Larochelle [149] study another annotation/prediction
task and introduce the problem ofstatic data selection. This setting lies at the intersection
between few-shot and active learning. The algorithm selects a single set of samples to
be annotated after observing many related tasks. In contrast to few-shot learning, the
algorithm is allowed to decide which datapoints it receives, but in contrast to AL it
cannot adapt its selection across iterations. Contardo et al.[37] combine the classi“cation
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quality and the cost of labelling datapoints in the objective function. Ravi and Larochelle
[149] model explicitly batch-mode selection. Additionally, their strategy can deal with
distractors: datapoints that do not belong to any of the classes of interest. Querying
a distractor datapoint is costly but does not bring any additional information to the
classi“er.

Limitations of AL Despite extensive research in AL, it has not been widely adapted
in practice [8]. This can be explained by several di�culties of applying AL to real tasks.
First of all, the iterative annotation pipeline requires model re-training after every new
sample or batch of samples. It is usually quite expensive for models that do not support
e�cient incremental retraining [ 163]. Next, sampling bias is a known artefact in AL and
it implies the need for special treatment [163, 11, 42]. Besides, human annotators are
usually considered to be perfect oracles and the cost of every label is uniform, which is
clearly not the case in practice. In Section 1.4 we discuss how to deal with annotator
modelling. Finally, it is hard to foresee the performance of AL algorithm on a new
application [164, 12, 47] and in some cases the active data collection result in worse
performance than passive sampling [31, 11].

1.3.4 Connections to other “elds

Suppose now that all the data is already annotated. Can the ideas from AL still be useful
in this situation? It turns out that yes, similar intuitions can be used, for example, for
scheduling training procedures, teaching humans to classify images or saving computa-
tional time. Two general (and sometimes overlapping) approaches consist of determining
the order of training samples, and selecting or re-weighting a subset of data for training.

Choosing the order In curriculum and self-pacedlearning, the task is to select the
order of samples in such a way that the optimisation procedure used for learning a model
converges faster and possibly avoids getting stuck in local minima. The intuition behind
these methods is related to human learning, which is more successful when it starts from
easy concepts and continues toward more elaborate ones. While in curriculum learning [18]
the order is mainly determined by the teacher from prior knowledge, in self-paced
learning [97] the student has a direct impact on determining which samples are important.
Jiang et al. [76] unify and extend curriculum and self-paced learning. Curriculum and
self-paced learning are also applied to other scenarios, such as determining the order of
tasks in multi-task learning [144], determining the order of samples used in training deep
neural networks [194, 77], or training an RL agent of increasing complexity [38].

Selecting or re-weighting data Machine teachingstudies the following problem: A
teacher knows precisely the underlying model and tries to transfer it to a student with
the minimal amount of training examples. Research in machine teaching ranges from
theoretical results on teaching dimension [56]„the minimum size of the training set that

14



1.3. What to annotate?

allows to distinguish classes of the problem„to practical approaches that teach humans
to distinguish images representing certain “ne-grained classes [78, 123]. Hard-negative
mining is a standard way to help training in applications with an overwhelming amount
of negative datapoints [169, 27]. For example, in object detection all bounding boxes that
do not overlap su�ciently with an object of interest are the negative samples. Instead
of sampling negative datapoints uniformly, hard-negative mining concentrates on the
datapoints that are the most di�cult for a classi“er. Apart from the special case of
dominating negative datapoints, AL ideas can be used for selecting training data in more
general settings. For example, it is shown that neural networks can be trained more
accurately by using the most uncertain datapoints in stochastic gradient descent [32].
The prioritised replay technique [159] in reinforcement learning also serves to amplify
some of the training samples … those on which the temporal-di�erence errors are the
biggest. Data selection can also be done with a purpose of reducing the computational
cost. For example, consider a CRF model with a high cost to initialise the potentials [152].
The computational cost can be reduced by deciding which of the potentials are su�cient
for an e�cient inference.

1.3.5 Contributions towards answering •What to annotate?Ž

Geometry-aware active learning for image segmentation [89, 91] Training
an e�cient image segmentation algorithm requires signi“cant amount of pixel-wise
annotations, which are known to be very time-consuming to produce. AL techniques
are attractive in this case. However, most AL techniques used in computer vision are
designed for general classi“cation tasks. As such, these methods do not account for the
speci“c di�culties or exploit the opportunities that arise when annotating individual
pixels in 2D images and3D voxels in image volumes. To remedy this, we introduce the
concept ofgeometricuncertainty which can be combined with the more traditional feature
uncertainty. Our basic insight is the following. Inconsistent predictions in a small region
of an image are quite unlikely when an object of interest is expected to be smooth. If
an algorithm produces such a prediction in an image region, it is a sign that this region
is di�cult for the algorithm. So, if an image patch is assigned a label that is di�erent
than those of its neighbours, it ought to be considered more carefully in annotation than
patches that are assigned the same labels. Then, AL draws the attention of the oracle
to the regions that are uncertain both in feature space and geometry space. Both high
feature and high geometric uncertainty indicate that a datapoint is challenging for the
algorithm, and thus, once annotated, it can in”uence the segmentation the most. We
express both types of uncertainties in terms of entropy so that they can be combined in
a principled way. Next, we introduce a novel de“nition of uncertainty for multi-class AL,
which involves entropy and can thus be combined with the geometric priors as well. We
evaluate our approach on Electron Microscopy and Magnetic Resonance image volumes,
as well as on natural images of horses and human faces. As a result, we demonstrate a
substantial performance increase over state-of-the-art AL approaches.
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Data-driven active learning through regression [90] Motivated by the fact that
none of the proposed AL strategies clearly outperforms others in all cases, we propose a
new data-driven AL approach that attempts to automatically select the best strategy
that minimises the generalisation error of the classi“er. We introduce Learning Active
Learning (LAL), a method that treats the query selection strategy as a regression problem.
Given a trained classi“er and its output for a speci“c sample without a label, we predict
the reduction in generalization error that can be expected by adding the label to that
datapoint. In practice, we show that we can train this regression function on synthetic
data by using simple features, such as the variance of the classi“er output or the predicted
probability distribution over possible labels for a speci“c datapoint. The features for
the regression are not domain-speci“c and this enables us to apply the regressor trained
on synthetic data directly to other classi“cation problems. Furthermore, if a su�ciently
large annotated set can be provided initially, the regressor can be trained on it instead of
on synthetic data. The resulting AL strategy is then tailored to the particular problem
at hand. We show that LAL works well on real data from several di�erent domains
such as biomedical imaging, economics, molecular biology, and high energy physics. This
query selection strategy outperforms competing methods without requiring hand-crafted
heuristics and at a comparatively low computational cost.

Data-driven active learning through reinforcement learning Finally, we con-
tinue the search of a general-purpose AL method. We characterise two properties that
are missing in most data-driven AL approaches:”exibility to be applied with various
ML models and transferability between various application domains. We present a new
data-driven AL method that tackles the above limitations. We formalise the annotation
process as Markov decision process (MDP). We design state and action spaces in such
a way that they achieve ”exibility and transferability and we design a reward function
that achieves ”exibility of the dual AL objective to attain a pre-de“ned quality with the
smallest annotation cost. Compared to manually-designed AL strategies, the focus of
this work moves from designing a selection strategy to designing a reward function to
re”ect the AL objective. The best non-myopic AL strategy is found with a reinforcement
learning (RL) technique. We evaluate the learnt strategy on multiple unrelated domains
and show that it outperforms the baselines in a wide range of problem settings.

1.4 How to annotate?

If we leave aside for a moment the question ofwhich datapoints should be annotated, we
can concentrate on the question ofhow to obtain each of the annotations at a minimal
cost. Various schemas can reduce the cost of labelling each datapoint by changing the
annotation modality, providing hints, or making the human-computer collaboration more
convenient. ML techniques often help to design the fastest annotation pipelines.
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While answering to the question •What to annotate?Ž often results in application-
independent solutions, the question•How to annotate?Žcan be rarely answered without
an application context. Computer vision is rich in applications that are good candidates
for intelligent annotation pipelines. Possible approaches to answer the question•How
to annotate?Žfor these applications are very diverse, ranging from eye tracking while
watching stacks of biomedical images [101] to games asking annotators to guess bird
species from blurred images [43]. In this section we describe the recent work on intelligent
annotation methods aiming to reduce the load for a human annotator. We regard the
diversity of labelling methods from two perspectives: applications and techniques. For
various applications we investigate how image priors help in designing the best annotation
schemas. Then we try to identify the trends in annotation techniques that are present
across CV tasks. Finally, we summarise our contributions in answering the question
•How?Ž for two CV applications: 3D image volume segmentation and object detection.

1.4.1 How to annotate in computer vision applications

Depending on the task in a CV application, such as image classi“cation, semantic
segmentation or object detection, training data needs to come in a particular form. The
data modality determines the way how the annotations are collected. Here we discuss
several annotation pipelines for common CV tasks.

Image classi“cation Image classi“cation or recognition is arguably one of the most
fundamental tasks in CV. Massive datasets with class labels, such as ImageNet [154]
enabled the deep learning revolution in CV [96]. So, the question of label collection is
of great importance in image classi“cation. Apart from providing a class label for each
image, alternative forms of feedback are often used for label collection.Group-based
labelling reduces the labelling cost by assigning a class label to a group of several images
at once. Groups can be formed with hierarchical clustering [196]. Then, by selecting the
size of the group to annotate the method balances between the annotation cost and the
expected accuracy. The trade-o� depends on the granularity of the target class. Feedback
in the form of •how close a given image is to various sets of imagesŽ can be used to build
a classi“er [188]. This form of feedback is practical in “ne-grained recognition where
classes are di�cult to distinguish. Moreover, feedback on so-called mid-level attributes,
such as •opennessŽ of a scene or •furrinessŽ of an object can help to e�ciently annotate
images for “ne-grained classi“cation [141, 21]. For example, the algorithm can convey its
current guess on the class label to the annotator [21]. If the guess is wrong, the annotator
indicates the correct class along with the attribute that is discriminative for the mistake.
This form of feedback enables to quickly annotate many negative images by attribute
propagation. Additionally, asking the annotators which regions of an image are the most
discriminative of a certain class is useful for “ne-grained classi“cation [43]. The classi“er
learns to identify these regions to guide the predictions. The annotation of these regions
can be made enjoyable by involving annotators into an interactive game.
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Segmentation Image segmentation, both background-foreground and semantic seg-
mentation, is another fundamental problem in CV. Human-computer collaboration is the
core component of interactive segmentation methods [23, 153]. The annotator•s e�ort
can be minimised by combining annotation modalities of varying coarseness, such as
bounding box, sloppy contour, and tight polygon. This can be done by predicting the
least expensive modality that is su�cient to initialise the segmentation algorithm [ 71].
For example, when an image is simple, a cheap bounding box would work well, but when
an image is complex, a tight polygon is necessary.

Training data for the learning-based segmentation algorithms usually comes in a form of
pixel-wise masks which are known to be very tedious to produce. To understand how the
cost of the annotation in”uences the “nal segmentation, Zlateski et al. [208] study the
performance of a convolutional neural network depending on the amount and coarseness
of the training labels. In order to reach the same prediction quality, the number of
annotations can be traded for their precision. However, the performance improves when
more time is spent on annotations.

Instead of pixel-wise masks some works try to adapt cheaper data modalities. Scribbles
(sparsely provided annotated pixels) are known to be very user-friendly to annotate
images and video [108, 199, 133]. Scribbles annotations can be propagated from labelled
to unlabelled pixels using a graphical model [108]. In video segmentation, scribbles
are propagated though the video while preserving its consistency [133]. Another cheap
annotation modality for segmentation is point-clicks [13, 15, 190]. Point-clicks on the
object of interest can be incorporated into a weakly-supervised CNN with a special form
of loss function [13]. If an algorithm computes many hypotheses of the segmentation, the
annotator can click on the object boundaries to eliminate wrong hypotheses [73]. Polygons
and pixel-wise masks are complementary label modalities: one-to-one correspondence
between them can be easily established by assigning a mask to the area inside a polygon
or by approximating the borders of a mask by a polygon. Then, the segmentation can be
obtained either by predicting a class of pixels or by predicting the vertices of polygon with
supervised [30] or reinforcement learning [2]. The polygon prediction task can involve
the annotator to correct wrongly predicted vertices.

Weakly-supervised learning method deal with the question of how approximate annotation
forms can be e�ciently incorporated into the training procedure. For example, bounding
boxes can be used by initialising segmentation masks with the region proposal candidates
and iteratively re“ning them [ 39], or by incorporating the imprecision of the labels
directly into a classi“cation model [206]. Image-level labels are often available as a cheap
annotation modality. Segmentation masks can be obtained by formulating the problem as
Multiple Instance learning [146] or by solving a constrained optimisation of CNNs [142].
In some cases it is impossible to learn a correct segmentation mask from image-level
label alone, for example, when two objects systematically occur together (i.e.trains sand
rails). In this case, Kolesnikov and Lampert [88] propose to use mid-level features of
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CNN to discover types of objects assigned to each class and ask a human annotator to
indicate false objects among them.

Object detection The data for training object detectors usually comes in the form of
bounding boxes around objects of interest. In a standard interface [171] the annotator
“rst clicks on the upper-right and then on the bottom-left corner of the imaginary
bounding box. In addition to this, this procedure usually requires some adjustments for
objects of complex shapes. Surprisingly large cost savings can be made at no quality
loss by employing the following simple procedure [139]. The annotator clicks on the
top-most, right-most, bottom-most and left-most points of the object. It de“nes exactly
the same rectangle but it is much faster as the cognitive load for the annotator is lower.
Furthermore, the object detectors themselves can help in the annotation task [203, 138].
The task is simpli“ed if the annotator needs to correct hypotheses instead of drawing
bounding boxes from scratch [203] or to identify wrong hypotheses [138].

Approximate forms of labels help to reduce the annotation cost. For example, eye tracking
data [137] helps to extract the position and size of an object through a learnt mapping
between eye-movements and bounding boxes. Point-clicks in the center of an imaginary
bounding box can be used to train an object detector with multiple-instance learning [140].
Moreover, if two people perform this task, the distance between their clicks provides an
additional cue on the size of the object. A similar approach is used for the spatio-temporal
localisation of actions in videos [127].

Video annotation Annotating video data can be even more tedious than annotating
image data. Nevertheless, video annotation can be treated with the same techniques
as image annotation in tasks such as action recognition [127], gesture recognition and
segmentation [189], score assignments [158], and clustering of human activities [87]. As
eye-tracking data is handy for videos segmentation [101], action recognition [125], and
action localization [127]. Vondrick et al. [187] provide an overview of interactive video
annotation schemas.

In contrast to image annotation, video annotation can bene“t from temporal priors. For
example, when video frames are annotated with scribbles, motion cues help to detect
trajectories of annotated pixels [133]. The observations from the detected trajectories
can further guide the annotation process. Motion boundaries can be used to compute
the segmentation hypothesis [73]. The hypotheses are presented to the annotator who
decides to label additional boundaries to eliminate erroneous hypotheses.

Biomedical imaging Biomedical imaging applications are di�erent from most other
CV tasks because of the specialised data modalities (like isotropic or non-isotropic3D
image stacks) and the scarce availability of oracles (as only busy biomedical experts
can provide reliable annotations). To deal with these problems many creative ways to
annotate data are proposed. For example, to work with busy annotators, data for3D
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image segmentation can be annotated with a pedal or through voice commands to free the
hands of the clinician during an operation [46]. Hands-free annotation is possible when an
expert answers binary questions, such as whether a voxel lies inside the object of interest
or not. Another way to deal with the shortage of annotators is to attract non-experts to
these tasks. For example, non-experts• input can be provided with eye-tracking [101] or
gami“cation [5, 65].

While we might avoid expensive label modalities during the annotation, we necessarily
have to deal with them when proofreading the results. Proofreading is crucial in biomedical
tasks as these applications are very sensitive to the quality of predictions. As an example,
consider connectome reconstruction where segmentation is an important step. It has
been shown that it is much easier to indicate which regions should be merged than how
to split the regions [148]. Then, given an over-segmented image, the annotator indicates
which regions should be joined together to obtain the correct segmentation mask and the
algorithm guides the annotator to concentrate on the regions that are easier to correct
and that have high impact on the “nal connectome. Proofreading is studied in other
biomedical tasks, for example, the delineation of biomedical curvilinear structures such
as neurons and blood vessels [131].

1.4.2 Trends in design of annotation pipelines

Normally, annotation in every CV application requires specialised methods. Still, similar
ideas are encountered throughout various scenarios, for example: alternative query forms,
such as eye-tracking and point-clicks, or using algorithmic guidance to simplify labelling
by hypothesis correction. In this subsection we enumerate several techniques that are
e�cient in a broad range of application.

Batch-mode annotation Many interactive annotation pipelines su�er from long
model update times which are necessary at every iteration. Moreover, modern CV
algorithms require large training datasets and many AL iterations are needed if only
one datapoint is added at each iteration. Therefore, batch-mode selection has become
a standard way to increase e�ciency by asking the expert to annotate more than one
sample at every iteration [163, 61, 166, 201, 122, 48, 59]. This procedure amortises the
total retraining time over many annotations and enables to annotate data in parallel by
several annotators. Besides, in some situations it is easier for humans to provide labels
to groups of examples [79]. Density-based AL strategies from Section 1.3.2 deal with the
question how to form batches that ensure the diversity of the selection [48, 59]. Moreover,
batches can be formed with hierarchical clustering [196] and annotator•s cognitive e�orts
can be taken into account [187].

Crowdsourcing Crowdsourcing techniques have a long history in large-scale annota-
tions and they are applied to nearly all CV tasks [94]. Although crowdsourcing does not
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reduce the annotation time of each datapoint, it allows to collect large databases faster by
getting many annotators to perform the task in parallel. Yet, additional questions need to
be answered in crowdsourcing, such as how to ensure high annotation quality with noisy
labels [140, 168, 195], how to estimate the expertise of annotators [25, 181, 195, 115, 114]
or how to discover groups of annotators from various •schools of thoughtŽ [195]. Besides,
we can integrate the disagreement into a classi“cation scheme [168, 181, 195] or decide
when to stop labelling a particular image [25].

Alternative query forms Many solutions to reducing the annotation cost rely on
collecting data in a weakerform than the prediction task supports. For example, one
can collect bounding boxes instead of masks for segmentation or image-level labels
instead of bounding boxes for object detection.Weakly supervised learningmethods
integrate the weak labels into the optimisation framework. To compensate for weak
supervision these methods usually incorporate image/video priors. As a result, weakly-
supervised methods make it possible to solve the semantic segmentation task with
point-clicks [13, 15, 190, 73, 140, 127], scribbles [108, 199, 133] or eye-tracking [101];
object detection with eye-tracking [137] or point-clicks [140, 127]; action recognition
with eye-tracking [125]. Other pipelines collect annotations in the form of feedback on
attributes. At “rst sight, it is a more time-consuming annotation modality. However,
once attributes are collected, it could be possible to classify images into classes that do
not have any training examples [100]. Besides, once attribute feedback propagates labels
to unlabelled data, many samples get their labels assigned automatically and the average
annotation time goes down. The bene“ts of learning these attributes are demonstrated
in image clustering [98] and image classi“cation [21].

It has been shown in the psychology literature that feedback in the form of comparisons
is very natural for humans and thus, easier to produce. A way to incorporate comparisons
into image classi“cation is to ask the annotator to estimate how close a given image is to
the various sets of images [188]. Then, the data in the form of similarity comparisons
is used to train a classi“er. Moreover, this form of feedback is especially bene“cial to
annotate data for “ne-grained recognition where the classes are very close to each other.
Besides, the feedback in the form of comparison is the only possible solution when the
task is intrinsically ambiguous, such as assigning a numerical score to judge a skill or a
status of a patient [158].

Assisted annotation In interactive annotation pipelines, the predictions by the algo-
rithm can be presented to the user to facilitate the annotation process. These techniques
are a part of many interactive annotation pipelines [25], for example, in image classi“-
cation [21], object detection [203, 138] and gesture recognition in videos [189]. Assisted
annotation helps to reduce a tedious annotation modality to an easier form, such as
to accept or reject predictions instead of drawing bounding boxes [138] or to merge
segmentation regions instead of drawing or splitting them [148].
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Combining and choosing annotation modalities Instead of “xing the annotation
modality prior to labelling, it can be adaptively chosen during the labelling process
depending on the data [155, 71] and/or on the expertise of an annotator [181]. If “ne-
grained image classi“cation is performed with a hierarchical taxonomy of the labels, the
annotator can choose a particular depth of taxonomy depending on his con“dence [181].
In interactive image segmentation, an algorithm can choose an annotation modality
(bounding box, sloppy contour, tight polygon) that would be su�cient to initialise the
segmentation [71]. In object detection the annotation modality (such as box veri“cation,
naming the object, or naming the image) can be adaptively selected for a given set of
constraints (such as budget or precision) [155]. Also, it can be cheaper to use human
assistance to convert one annotation modality (for example, bounding boxes) into another
(for example, parts of objects) than to collect data of the target modality from scratch [24].

Gami“cation Gami“cation is used in attempt to attract more annotators and save
“nancial costs by transforming a tedious process into an enjoyable activity. Games
motivate the annotators to provide correct and precise labels and at the same time
they allow to detect unreliable annotators automatically. A game for collecting labels
in image classi“cation is proposed by von Ahn and Dabbish[185]. Two partners in a
game are assigned randomly from a pool of players and they are shown an image. Their
task is to assign a label to an image without communicating with each other such that
their labels coincide. The peekaboom game [186] adapts these ideas to the collection
of object locations in images. Again, two players are paired randomly. Only one player
sees an image with a word that names an object in the image. He then clicks on a
part of the image to reveal it to the other player whose task is to guess the associated
word. The game Bubbles [43] has a similar interaction model applied to “ne-grained
image classi“cation. A player needs to identify the class of a blurred image where he can
progressively reveal the full-resolution image by selecting small areas. Revealing parts of
an image is costly for the player, therefore he is motivated to reveal as little as possible.
This game generates data that allows a CV algorithm to understand what regions are
the most discriminative of the given class. Then, an algorithm is trained to identify the
•bubblesŽ of important information which are used in classi“cation. ReferItGame [85] is
used to annotate referring expressions. Referring expressions need to identify an object
in a scene uniquely by describing its properties and relationship to other objects. The
“rst player sees an image with a highlighted object and he needs to write an expression
to refer to this object. The second player sees the image with expression and he needs to
click on the correct object to gain points. Biomedical annotation tasks usually require
an expert for reliable annotations, however, some attempts are made to exploit the
availability of many non-specialists. The big di�culty is to engage users in biomedical
applications. Gami“cation formulates the biomedical tasks in accessible and appealing
ways. For example, features of objects can be encoded in the form of visual stars and the
game asks players to collect them while ”ying a plane [5]. Another game, SwifTree [65]
supports the task of delineation of 3D tree structures in a game of navigation.
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1.4.3 Contributions towards answering •How to annotate?Ž

Batch annotation in 3D segmentation [89, 91] We propose a method to facilitate
annotating 3D image volumes with segmentation masks by a batch-mode selection that
reduces the3D task to a 2D one. To collect labels we ask an annotator to identify the
class of a given supervoxel. Consider a naive implementation of batch selection in a3D
image stack. It would force the annotator to randomly view and label patches in the
volume regardless of where they are, which is extremely cumbersome. Our approach
avoids this by “rst selecting a planar patch of arbitrary orientation in the 3D volume
and then allowing the user to quickly label positive and negative pixels within it. To
achieve this, we develop an e�cient algorithm that searches for a2D plane containing
a patch with the most informative samples. The key idea behind the e�ciency of this
algorithm is to evaluate entire subsets of the parameter space using a bounding function
and progressively evaluating the best looking subsets. This streamlines the annotation
process in3D volumes so that annotating them is no more cumbersome than annotating
ordinary 2D images. As a result, the labelling process is speeded up at no signi“cant
computational cost. Our method is tested on Electron Microscopy image stacks for the
task of mitochondria segmentation and on Magnetic Resonance image stacks for brain
tumour segmentation.

Intelligent dialogs for bounding box annotations [92] Another application where
we reduce the cost of labelling is object detection. To this end, we introduce Intelligent
Annotation Dialogs (IAD). Given an image, detector, and target class to be annotated,
the aim of IAD is to automatically choose the sequence of annotation actions that results
in producing a bounding box in the least amount of time. The possible annotation actions
include manual drawing of bounding boxes, extreme clicking, and veri“cation of boxes
produced by a weak detector. We train the IAD agent to select the type of action based
on previous experiences in annotating images. Our method automatically adapts to the
di�culty of the image, the strength of the detector, the desired quality of the boxes,
and other factors. This is achieved by modelling the episode duration as a function of
problem properties. We consider two ways to do this, either a) by predicting whether a
box proposed by weak a detector will be accepted by the user, or b) by directly predicting
the duration of an annotation with a reinforcement learning agent. We evaluate IAD
by annotating bounding boxes in the PASCAL VOC 2007 dataset in several scenarios.
Our experiments demonstrate in all scenarios that thanks to its adaptive behaviour IAD
speeds up box annotation compared to manual box drawing alone, or box veri“cation
series alone. Moreover, it outperforms any “xed combination of them in most scenarios.
Finally, we demonstrate that IAD learns useful strategies in a complex realistic scenario
where the detector is continuously improved with the growing amount of the training
data.
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2 Geometry-Based Active Learning
for Image Segmentation

2.1 Introduction

Machine learning techniques are a key component of modern approaches to segmentation,
making the need for su�cient amounts of training data critical. As far as images of
everyday scenes are concerned, this is addressed by compiling large training databases
and obtaining the ground truth via crowd-sourcing [115, 109], but at a high cost. By
contrast, in specialized domains such as biomedical image processing, this is not always
an option because only experts whose time is scarce and precious can annotate images
reliably. This stands in the way of wide usage of many state-of-the-art segmentation
algorithms, which require large amounts of annotated data for training. The problem is
even more acute for multi-class segmentation, which requires even larger training sets
and more sophisticated interfaces to produce them [81]. Thus, AL is particularly well
suited for these problems.

However, most AL techniques [81, 84, 80, 182, 124, 121, 114], are inspired by earlier
methods developed primarily for general tasks or Natural Language Processing [179, 103].
As such, they rarely account for the speci“c di�culties or exploit the opportunities that
arise when annotating individual pixels in 2D images and 3D voxels in image volumes.

More speci“cally, 3D stacks such as those depicted by Figure 2.1 are common in the
biomedical “eld and are particularly challenging, because it is di�cult for users to quickly
“gure out what they are looking at and annotation tools are often cumbersome. In
this chapter1 we describe our approach to AL that is geared towards segmenting3D
stacks while accounting for geometric constraints of region shapes and thus making
the annotation process convenient. Our approach can be applied both to background-
foreground and multi-class segmentation of both ordinary2D images and3D image
volumes. Our main contributions are as follows:

1This chapter is based on Konyushkova et al. [89, 91]
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Figure 2.1 … Interface of the FIJI Visualization API [160], which is extensively used to
interact with 3D image stacks. The user is presented with three orthogonal planar slices
of the stack. While e�ective when working slice by slice, this is extremely cumbersome
for annotating 3D organelles.

€ We exploit geometric priors to select the image data for annotation more e�ectively,
both for background-foreground and multi-class segmentation.

€ We streamline the annotation process of3D volumes so that annotating them is no
more cumbersome than annotating ordinary2D images, as depicted by Figure 2.2.

In the remainder of this chapter, we “rst discuss why current approaches to binary and
multi-class AL are not the most e�ective when dealing with pixels and voxels (Section 2.2).
Then, in Section 2.3 we give a short overview of our approach before discussing in details
our use of geometric priors (Section 2.4) and how we search for an optimal cutting plane
to simplify the annotation process (Section 2.5). Finally, in Section 2.6, we compare our
results against state-of-the-art techniques in a few challenging cases. Additionally, we
test our novel multi-class AL on image classi“cation tasks. In conclusion, we provide
experiments that illustrate the role of human intuition in the labelling procedure.
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Figure 2.2 … Our approach to annotation. (a) The system selects an optimal plane in an
arbitrary orientation and presents the user with a patch that is easy to annotate. The
area to annotate is shown as part of the full 3D stack. (b) User interface, the planar patch
the user would see. In case of two classes present in the patch, it could be annotated by
clicking twice to specify the red segment that forms the boundary between the inside and
outside of a target object within the green circle. (c) The other way to annotate data is
to correct mistakes in the current prediction. Supervoxels predicted to be mitochondria
are shown in red, background in blue. If a user clicks on the misclassi“ed supervoxel he
can select the correct class among proposed. Best viewed in color.

2.2 Related work

AL selection strategies are rarely designed to take advantage of image speci“cities when
labelling individual pixels or voxels, such as the fact that a neighbourhood of pixels/voxels
tends to have homogeneous labels. The segmentation methods presented in [104, 69, 205]
do take such geometric constraints into account for classi“cation purposes but not to
guide AL, as we do.

Recently several authors realised the need to account for image properties in the AL
selection for other computer vision tasks. For example, in human pose estimation the
uncertainty depends on the spatial distribution of the detected body joints [111]. In
brain connectome reconstruction, an algorithm of Plaza[148] can bene“t from priors on
how synapses can be situated in an image volume to result in a feasible reconstruction .
Besides, his algorithm focuses on datapoints that have the largest in”uence on the
“nal connectome. Some methods [72, 143, 59] account for the in”uence of neighbouring
instances in AL selection by connecting datapoints in a graph as we do. However, the big
di�erence to our approach is that they add edges between datapoints in a graph based
on their feature similarity and not their geometric similarity.

As discussed in Section 1.4.2, batch-mode selection has become a standard way to increase
e�ciency by asking the expert to annotate more than one sample at a time [163, 61,
166, 48, 4]. But again, this has been mostly investigated in terms of semantic queries
without due consideration to the fact that, in images, it is much easier for annotators to
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quickly label many samples in a localized image patch than having to annotate random
image locations. If samples are distributed randomly in a3D volume, it is extremely
cumbersome to labels them using current image display tools such as the popular FIJI
platform depicted by Figure 2.1. Thus, in 3D image volumes [104, 69, 57], it is important
to provide the annotator with a patch in a well-de“ned plane, such as the one shown in
Figure 2.2.

The technique of Top et al. [180] is the closest work to us as it asks users to label objects
of interest in a plane of maximum uncertainty. Our approach has several distinctive
features. First, the procedure we use to “nd the plane requires far fewer parameters to
be set, as discussed in Section 2.5. Second, we search for the most uncertain patch in the
plane and do not require the user to annotate the whole plane. Finally, our approach can
be used in conjunction with an ergonomic interface that requires at most three mouse
clicks per iteration when two classes are involved. Also, as we show in the result section,
our method combined with geometric smoothness priors outperforms the earlier one.

2.3 Approach

We begin by broadly outlining our framework, which is set in a traditional AL context.
That is, we wish to train a classi“er for segmentation purposes, but have initially only
few labelled and many unlabelled training samples at our disposal.

Since segmentation of 3D volumes is computationally expensive, supervoxels have been
extensively used to speed up the process [6, 120]. In the remainder of this section and in
Section 2.4, we will refer almost solely to supervoxels for simplicity but the de“nitions
apply equally to superpixels when dealing with2D images. We formulate the segmentation
problem in terms of classifying supervoxels as a part of a speci“c target object. As such,
we start by oversegmenting the image volume using the SLIC algorithm [1] and computing
for each resulting supervoxelsi a feature vector xi . When dealing when with ordinary 2D
images, we simply replace the3D supervoxels with 2D superpixels, which SLIC can also
produce. Our AL problem thus involves iteratively “nding the next set of supervoxels
that should be labelled by an expert to improve segmentation performance as quickly as
possible. To this end, our algorithm proceeds as follows:

1. Train a classi“er on the labelled supervoxelsL t and use it to predict the class
probabilities for the remaining supervoxelsUt with t = 0.

2. ScoreUt on the basis of a novel uncertainty function that we introduce in Section 2.4.
It is inspired by the geometric properties of images in which semantically meaningful
regions tend to have smooth boundaries. Figure 2.3 illustrates its behaviour given
a simple prediction map: Non-smooth regions tend to be assigned the highest
uncertainty scores.
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Figure 2.3 … Geometry-based uncertainty score. (a) Predicted binary classi“cation map
for an 8 × 8 image. In this example the classi“er assigns the pixels coloured in yellow to
class 1 with probability 1 and pixels coloured in blue to class 0, also with probability 1.
Feature uncertainty has the lowest possible uncertainty value for all pixels as the classi“er
is certain of its predictions. (b) Geometric uncertainty score of Section 2.4.3. The area
of transition between the two classes is given a high geometric uncertainty score. Its
maximum is reached where the boundary is not smooth.

3. In volumes, select a2D plane that contains a patch with the most uncertain
supervoxels, as shown in Figure 2.2 and, in regular images, select a patch around
the most uncertain superpixel. The expert can then e�ortlessly label an indicated
2D patch without having to examine the image data from multiple perspectives,
as would be the case otherwise and as depicted by Figure 2.1. Furthermore, we
can then design a simple interface that lets the user label supervoxel or superpixel
batches with just a few mouse clicks, as shown in Figure 2.2 and described in
Section 2.6.

4. Sets L t and Ut are updated for t = t + 1 and the process is repeated until the
segmentation quality is satisfactory.

2.4 Geometry-based active learning

Most AL methods were developed for general tasks and operate exclusively in feature
space, thus ignoring the geometric properties of images and more speci“cally their
geometric consistency. As discussed in Section 1.3.2, Uncertainty Sampling (US) is
designed to focus the annotators• attention on samples for which image features do not
yet provide enough information for the classi“er to decide what label to assign them. It
selects samples that areuncertain in feature space to be annotated “rst so that classi“er
is updated with the largest amount of information. In this chapter, we will refer to this
family of approaches asFeature Uncertainty (FUn ). These methods are both e�ective
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and computationally inexpensive, thus, they are chosen as a basis of our work. However,
they do not account for image geometry to clue which samples may be mislabelled.

To remedy this, we “rst introduce the concept of Geometric Uncertainty (GUn ) and
then show how to combine it with FUn . Our basic insight is that supervoxels that are
assigned a label di�erent from that of their neighbours ought to be considered more
carefully than those that are assigned the same label, as illustrated by Figure 2.3. In this
2D toy example, pixels near classi“cation boundaries in the image space, as opposed to
the feature space, are marked as being more uncertain and those near irregular parts of
the boundary even more.

We express both kinds of uncertainties in terms of entropy so that we can combine
them in a principled way. Using Shannon entropy of the prediction is often ine�cient in
multi-class classi“cation, which we empirically demonstrate in experimental result. In
order to combine these uncertainty measures in multi-class segmentation case, a new
uncertainty criterion is needed.

2.4.1 Uncertainty measures

For each supervoxelsi and each labely in a set Y of possible labels, letp(yi = y | xi )
be the probability that its label yi is y, given the corresponding feature vectorxi . In
this section we are not concerned with the question of how this probability is obtained.
For background-foreground segmentation, we takeY to be { 0, 1} . In the multi-class
scenario,Y is a larger set, such as{ background, hair, skin, eyes, nose, mouth} for face
segmentation.

We start with total entropy: a well known uncertainty measure de“ned by Shannon
entropy of Equation (1.1). By de“nition, it is not restricted to the binary case and can
be used straightforwardly in the multi-class scenario as well. For example, values oftotal
entropy for 3-class classi“cation are illustrated in Figure 2.4. Next, we introduce two
novel uncertainty measures which are both entropic in nature, but account for di�erent
properties of the predicted probability distribution.

Selection entropy

When there are more than two elements inY, another way to evaluate uncertainty is
to consider the labelb1 with highest probability against all others taken together. For
bk � { b1, b1} this yields a probability distribution

ps = p(yi = bk | xi ), (2.1)
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Figure 2.4 … Measures of Feature Uncertainty in a three-class problem. In each triangle
the color denotes the uncertainty as a function of the three probabilities assigned to
each class, which sum to1. The three corners correspond to a point with probability
1 belonging to one of the three classes and therefore no uncertainty. By contrast, the
center point can belong to any class with equal probability. For better comparison, we
inverted some values such that yellow corresponds to higher uncertainty and dark blue to
the lower uncertainty. Top: entropy-based measures of Section 2.4.1; Bottom: Measures
proposed in the book of Settles [164].

such that p(yi = b1 | xi ) =
�

y�Y\b 1
p(yi = y | xi ). Then, we compute the entropy of the

resulting probability distribution over two classes as selection entropyH s

H s = H (ps). (2.2)

This de“nition of uncertainty is motivated by our desire to minimize the number of
misclassi“ed samples by concentrating on the classi“er•s decision output. Theselection
entropy uncertainty values for 3-class classi“cation are depicted in Figure 2.4. Notice that
selection entropy avoids choosing the datapoints with the equal probability assigned to
every class when the number of classes is greater than two. This makes sense in practice
because an example that is confused between all classes of the multi-class problem is
likely to be an outlier.

Conditional entropy

Another way to evaluate uncertainty in a multi-class scenario is to consider how much
more likely the top label candidate is than the second one. More precisely, letb1 and b2

be two highest ranked classes for a supervoxelsi , with p(yi = b1 | xi ) > p (yi = b2 | xi ) >
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p(yi = bj | xi ), � bj �= b1, b2. If we believe that one of them truly is the correct class, we
can condition on this fact. For �b k � { b1, b2} this yields

pc = p(yi = bk | xi , y�
i �{b 1, b2}) =

p(yi = bk | xi )
p(yi = b1 | xi ) + p(y i = b2 | xi )

, (2.3)

where y�
i stands for the true class label. We then take theconditional entropy uncertainty

to be the Shannon entropy of this probability distribution, which is

H c = H (pc). (2.4)

This de“nition of uncertainty is motivated by the fact that the classi“er is rarely confused
about all possible classes. More typically, there are two classes that are hard to distinguish
and we want to focus on those. For example, when trying to recognize digits from0 to 9,
it is unusual to “nd samples that resemble all possible classes with equal probability. If
such a sample is found, it is likely to be an oilier and not very informative for the classi“er.
At the same time, there are many cases in which3 and 5 are not easily distinguishable
and such samples could help to improve the classi“er. Recall that according to selection
entropy, an example that is equally likely to be any of the digits should be avoided
as a potential outlier. An example of conditional entropy uncertainty values for 3-class
classi“cation is shown in Figure 2.4.

2.4.2 Feature uncertainty (FUn)

In practice, we estimatep(yi = y | xi ) by means of a classi“er trained using parameters�
and we denote the distribution probability by p� . Then, any of the uncertainty measures
from Section 2.4.1 can be applied to the probability distribution p� (yi = y | xi )�y � Y
resulting in Feature Total Entropy H from Equation (1.1), Feature Selection EntropyH s

from Equation (2.2) and Feature Conditional Entropy H c from Equation (2.4). While
all Feature Uncertainty measures are equivalent in the binary classi“cation case, they
behave quite di�erently in a multi-class scenario, as shown in the top row of Figure 2.4.
Furthermore, even though our selection entropyand conditional entropy measures are in
the same spirit as themin margin and minmax measures of Section 1.3.2 [164] (bottom
row of Figure 2.4), their selection is still di�erent. The main motivation behind these
new uncertainty estimates is the fact that they enable the combination with geometric
priors, as shown in Section 2.4.4. In the remainder of the chapter, we will refer to any
one of these three uncertainty measures as theFeature Uncertainty H � .

2.4.3 Geometric uncertainty (GUn)

Estimating the uncertainty as described above does not explicitly account for correlations
between neighbouring supervoxels. To account for them, we can estimate the entropy of
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p� (yj 1 = �y)

Figure 2.5 … Image represented as a graph. We treat supervoxels as nodes in the graphs
and edge weights between them re”ect the probability of transition of the same label to a
neighbour. Supervoxelsi has k neighbours fromAk(i ) = {s i

1, si
2, .., si

k } , pT (yi = y|yJ
j = y)

is the probability of node si having the same label as nodesi
j , p� (yi = y|x i ) is the

probability that yi , class ofsi , is y, given only the corresponding feature vectorxi

a di�erent probability, speci“cally the probability that supervoxel si belongs to classy
given the classi“er predictions of its neighbours and which we denotepG(yi = y).

To this end, we treat the supervoxels of a single image volume as nodes of a directed
weighted graphG whose edges connect neighbouring supervoxels, as depicted in Figure 2.5.
We let Ak(si ) = {s i

1, si
2, .., si

k } be the set ofk nearest neighbours ofsi and assign a weight
inversely proportional to the Euclidean distance between the voxel centers to each one of
the edges. This simple de“nition makes most sense when the supervoxels are close to
being spherical, which is the case when using an algorithm of Achanta et al.[1]. For each
node si , we normalize the weights of all incoming edges so that their sum is one and
treat this as the probability pT (yi = y | yj = y) of node si having the same label as node
si

j � Ak(si ). In other words, the closer two nodes are, the more likely they are to have
the same label.

To de“ne pG(yi = y) we use a random walk procedure onG [117], as it re”ects well
our smoothness assumption and has been extensively used for image segmentation
purposes [58, 180]. Given the transition probabilities pT (yi = y | yj = y), we can compute
the probabilities pG iteratively by initially taking p0

G(yi = y) to be p� (yj = y | xj ) and
then iteratively computing

p� +1
G (yi = y) =

�

sj �A k (si )

pT (yi = y | yj = y)p�
G(yj = y). (2.5)
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Note that p� (yj = y | xj ), p0
G(yi = y) and p� +1

G (yi = y) are vectors whose dimension is
the cardinality of Y, the set of all possible labels. The above procedure propagates the
labels of individual supervoxels into their neighbourhood and the number of iterations,
� max , de“nes the radius of the neighbourhood involved in the computation ofpG for
si , thus encoding smoothness priors. Figure 2.3 shows the result of this computation
for a simple 8 × 8 image with initial prediction of a classi“er as shown on the left and
k = 4 neighbours with equal edge weights. We apply� max = 4 iterations and the
resulting geometric uncertainty on the right shows how smoothness prior is re”ected in
the uncertainty: Non-smooth boundaries receive the highest uncertainty score.

Given these probabilities, we can use the approaches of Section 2.4.1 to compute the
Geometric Uncertainty H G for the probability distribution pG(yi = y | xi )�y � Y as
Geometric Total Entropy HG, Geometric Selection EntropyH s

G and Geometric Conditional
Entropy H c

G, respectively.

2.4.4 Combining feature and geometric uncertainties

Finally, given a trained classi“er, we can estimate bothFUn and GUn . To use them
jointly, we should ideally estimate the joint probability distribution p�,G (yi = y | xi ) and
the corresponding joint entropy. As this is not modeled by our classi“cation procedure,
we take advantage of the fact that the joint entropy is upper bounded by the sum
of individual entropies H � and H G. Thus, for each supervoxel, we take theCombined
Uncertainty (CUn ) to be

H �,G = H � + H G (2.6)

that is, the upper bound of the joint entropy. The same rule can be equally applied to
the total entropy and entropy-based functionsselection entropyand conditional entropy.
This principled way to combine the uncertainties gives much better results than simple
summing up of the scores of the methods discussed in the work of Settles[164]min margin
and minmax. In practice, using this measure means that supervoxels that individually
receive uncertain predictions and are in areas of non-smooth transition between classes
will be considered “rst, as depicted by Figure 2.3. Note that the AL method of Mosinska
et al. [130]that is based on Zhou•s propagation [205] is similar to the one we use as it takes
into account the geometric location of datapoints in AL. However, it is adapted for the
application of curvilinear structures and operates exclusively onH G. We experimentally
observed on our datasets that considering the upper bound on the joint entropy from
Equation 2.6 results in a signi“cant improvement in the learning speed.

In terms of computation cost of CUn , our MATLAB implementation of Combined Total
Entropy on 10volumes of resolution176× 170× 220of the MRI dataset from Section 2.6.3
takes1.4s per iteration (2.3 GHz Intel Core i7, 64-bit). The time performance is extremely
important in the interactive applications.

34



2.5. Batch-mode geometry query selection

2.5 Batch-mode geometry query selection

The simplest way to exploit the CUn from Section 2.4.4 would be to pick the most
uncertain supervoxel, ask the expert to label it, retrain the classi“er, and iterate. A
more e�ective way is to “nd appropriately-sized batches of uncertain supervoxels and
ask the expert to label them all at once before retraining the classi“er. As discussed in
Section 1.4.2, this is referred to as batch-mode selection, which usually reduces the time-
complexity of AL. However, a naive implementation would force the user to randomly
view and annotate several supervoxels in3D volumes regardless of where they are. This
would not be user friendly as they would have to navigate a potentially large volume at
each iteration. In this section, we therefore introduce an approach to using the uncertainty
measure described in the previous section to “rst select a planar patch in3D volumes
and then allow the user to quickly label supervoxels within it, as shown in Figure 2.2.

In practice, we operate on SLIC superpixels/supervoxels [1] that are roughly circular/-
spherical. We allow annotator to only consider circular regions within planar patches such
as the one depicted in Figures 2.2 and 2.12. These can be understood as the intersection
of a sphere with a plane of arbitrary orientation.

Recall from Section 2.4, that we can assign to each supervoxelsi an uncertainty estimate
U(si ) in one of several ways. Whichever one we choose, “nding the circular patch of
maximal uncertainty � � can be formulated as “nding

� � = arg max
�

�

sj ��
U(sj ), (2.7)

where the summation occurs over the voxels that intersect the plane and are within the
sphere.

Since Equation(2.7) is linear in U(sj ) � 0 for any given voxelsi , we design a branch-and-
bound approach to “nding the plane that yields the largest uncertainty. It recursively
eliminates whole subsets of planes and quickly converges to the correct solution. Whereas
an exhaustive search would be excruciatingly slow, our current MATLAB implementation
on MRI dataset takes 0.024s per plane search with the same settings as in Section 2.4.4.
This means that an e�cient implementation of the entire pipeline could be real-time,
which is critical for acceptance by users of such an interactive method.

As discussed above, in theory, this procedure could be used in conjunction with any
one of the uncertainty measures de“ned in the previous section. In practice, as shown
in Section 2.6, it is most bene“cial when used in combination with the geometry-aware
criterion of Section 2.4.4. We describe our branch-and-bound plane-“nding procedure in
more detail below.

35



Chapter 2. Geometry-Based Active Learning for Image Segmentation

�ï��
�ï��

0
��

��
�ï����5 �ï�� �ï����5 0 ����5 �� ����5

�ï����5

�ï��

�ï����5

0

����5

��

����5

Figure 2.6 … Supervoxel approximation. Each supervoxel can be considered as a sphere of
radius � and center wj . We are interested in the neighbourhood of supervoxelsi de“ned
by a sphere of radiusr .

2.5.1 Parametrizing the search space

Let us consider a spherical volume centered at supervoxelsi , such as the one depicted by
Figure 2.6. Since the SLIC superpixels/supervoxels are always roughly circular/spherical,
any supervoxelsj can be well approximated by a spherical object of radius� , set to a
constant for a particular dataset, and its center wj . We will refer to such an approximation
as �sj . Then, every �sj = ( wj , � ) is characterized by its centerwj and the common radius
�.

Let �Sr
i be the set of supervoxels within the distancer from �si , that is,

�Sr
i = { �sj = ( wj , � ) | � wj Š wi � 	 r }. (2.8)

If we take the desired patch size to ber , we can then operate exclusively on the elements
of �Sr

i . Let Pi be the set of all planes bisecting it at the center of�si . As we will see
below, our procedure requires de“ning planes, area splits of approximately equal size,
and supervoxel membership to certain areas and planes. To make this easy to do, we
parametrize planes inPi as follows.

Let us consider a plane� � P i , such as the one shown in yellow in Figure 2.7. It intersects
the XY plane along a line characterized by a vector�v 1, shown in blue. Without loss of
generality, we can choose the orientation of�v 1 so that its X coordinate is positive and
denote by 	 the angle between the negative component of axisŠY and �v 1. Similarly, let
us consider the intersection of� with Y Z plane and characterize it by the vector�v 2 with
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