Using Tabletop Robots to promote Inclusive Classroom Experiences
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ABSTRACT

Geometry and handwriting rely heavily on the visual representation of basic shapes. It can become challenging for students with visual impairments to perceive these shapes and understand complex spatial constructs. For instance, knowing how to draw is highly dependent on spatial and temporal components, which are often inaccessible to children with visual impairments. Hand-held robots, such as the Cellulo robots, open unique opportunities to teach drawing and writing through haptic feedback. In this paper, we investigate how these tangible robots could support inclusive, collaborative learning activities, particularly for children with visual impairments. We conducted a user study with 20 pupils with and without visual impairments, where they engaged in multiple drawing activities with tangible robots. We contribute novel insights on the design of children-robot interaction, learning shapes and letters, children engagement, and responses in a collaborative scenario that address the challenges of inclusive learning.
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INTRODUCTION

Learning shapes not only helps children to organize and identify information [35], it also is a vector for learning skills in multiple areas of the school curriculum, including reading, math, and sciences. Notably, an early step in understanding
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Figure 1 – Classroom experience with Cellulo.

a letter is to recognize their shape. This knowledge later aids children in learning handwriting, drawing, and geometry [39]. However, these activities mostly rely on visual representations of the shape and stroke dynamics (e.g., speed and direction), excluding children with visual impairments from acquiring essential spatial-motor coordination skills [39].

Previous research has explored the use of haptic feedback to support explorative learnings of geography [12, 15], geometry [42], and handwriting training for visually impaired persons [32, 33, 39]. However, they used cost-prohibitive devices. More recently, robots have been introduced in the classroom as a useful technology to teach visual-motor coordination such as geometry [17] and handwriting [2, 36].

Contrary to other interactive technologies, robots act in the environment; namely, they can move in space, opening novel opportunities for learning dynamic spatial information. Moreover, due to their feedback capabilities and inherently engaging nature, they have the potential to create truly inclusive environments where children with or without visual impairments can share technology [21, 22, 25]. Previous research has emphasized the need for collaborative activities to promote engagement [35, 37, 41] and active learning [10, 11]. Still, most assistive technologies such as raised-line maps or magnifiers support individual work in collaboration with teachers rather than inclusive work between peers in a classroom, such as educational smartphone games for blind children [23] or “McSig” a force-feedback device to teach handwriting [32, 33].
In this paper, we used Cellulo [2, 31] to explore the potential of tabletop robots as an inclusive classroom technology. Cellulo is a haptic-enabled, small-sized robot that operates on printed sheets of paper (featuring a microdot pattern), which enables self-localization. Used with success with sighted children in multiple learning contexts, including geometry [17], physics [30], and chemistry [31]. To the best of our knowledge, we present the first study that investigates the use of tabletop robots in inclusive classroom activities. We conducted a qualitative study where we asked children with and without visual impairments to explore and identify geometric shapes and letters in a collaborative activity.

We address two research questions: (1) how the use of tabletop robots can help in inclusive and collaborative classroom activities with mixed-visual ability children, and (2) how the group dynamics changed, in small children in an inclusive environment, in any way due to this robot experience? Making two main contributions to this body of work: first, an analysis of the themes that emerged from a drawing and handwriting collaborative activity between children with and without visual impairments; second, design opportunities to inform the design of robot-assisted inclusive learning environments.

RELATED WORK
We discuss the related work in three fields of research: collaborative learning, teaching geometry and handwriting, and educational robots and assistive technologies.

Collaborative Learning
The inclusion policy in schools demands access (right to education) and equity (equal rights in education) for all children independently of their individual needs [14]. In the past years, there has been an increasing presence of children with disabilities in mainstream schools [21]. This trend for inclusive education brings challenges and opportunities for educational technology to adapt to children's needs, increase social engagement, and enhance collaborative learning scenarios [21, 22].

Collaborative learning engages pupils in educational tasks, coordinating actions to achieve the same shared goal [11]. While a whole set of research investigates how technology can help build this shared understanding (CSCL), groups of learners with and without visual impairments face the problem of not sharing the same sensory perception of the task. These differences can make perspective-taking and grounding hard to reach for such mixed groups, so using multisensory interactions can be beneficial [6]. Despite these challenges, several studies demonstrated that collaborative learning could be successful in children with or without visual impairments. For example, Thieme et al. [36] leveraged tangible interfaces to promote collaborative learning of computer programming. Tanhua-Piironen et al. [35] used a force-feedback device in a pair-based experience to support explorative learning of the solar system and earth geography. Additionally, Reid and Plimmer [32, 33] explored a collaborative approach where teachers instructed people with visual impairments in handwriting using force-feedback technology. In our work, we designed a pair-based exploration game of shapes and letters for children with and without visual impairments using a tabletop robot.

Teaching Geometry and Handwriting
Drawing of geometrical shapes, such as circles or triangles, is taught at a very young age in preschools [2, 42]. With this, students improve their visual-motor coordination skills, a prerequisite to learning handwriting [42]. Literacy skills start to develop early on, and at the age of three, children can produce some letter-like forms and draw with a purpose, constructing concepts based on symbols, developing tactile acuity and communication skills, also crucial abilities for children with visual impairments [40].

Children usually learn letters in the first year of primary school, where sighted children learn cursive handwriting, and visually impaired children traditionally learn print letters and Braille [32].

Despite its importance in daily life, Metatla et al. [22] study showed that adults with visual impairments still experience difficulties in signing and filling forms, so in our study, we decided to use a learning experience based on spatial concepts and handwriting.

Educational Robots and Assistive Technologies
New interactive techniques are rising, and researchers are exploring how different types of feedback like haptic, tactile, sound, and visual might be useful in HCI as assistive technologies [22]. Furthermore, the physical embodiment of robotics has promoted a surge in the use of robotics in education and as assistive technologies.

Robotics for education can follow two distinct approaches. The first one, robots, are used as social entities that interact with learners supporting the learning activities proactively. In this context, such social robots can play roles such as that of a tutor or teacher, peer, or novice, in the learning activity [4]. Different areas of application have been explored, such as language learning [5], mathematics [18], sustainable development [1], writing skills [8], and others. Social robots are also extensively used for assisted therapy for autism spectrum disorders [34, 38]. The second approach on robotics for education considers robots not as social entities that interact with learners, but rather as tools to support learning in the activities or learning by doing, for example, robots to be used for learning how to program [3, 13, 24, 26].

In this paper, we follow the second approach regarding robots as tools to be used for providing feedback in inclusive learning activities.

Although there have been previous attempts to use robots in educational settings for visually impaired children, these were limited to teaching computational thinking [3, 24]. In most studies, robots serve as haptic output devices that render programming instructions either from a screen-based environment [24] or tangible objects [3, 26]. To the best of
our knowledge, robots were never explored as input/output tools to learn geometry and handwriting skills in mixed-visual abilities groups.

Haptic feedback has two significant characteristics that are useful for developing the skills needed for learning geometry and handwriting [29, 32, 39]. In essence, 1) they allow the user to feel the shape and spatial characteristics of the drawing (the grapheme), and 2) they can be used to guide the hand during the drawing activity (the ductus). In this paper, we leverage the ability of robots to move in space and use them as an assistive technology to input and convey spatial information related to hand drawings.

**METHODOLOGY**

All the children involved, and school staff voluntarily agreed to participate in the study. Parents and teachers gave their informed consent for all the sessions. Children gave their assent.

**Participants**

Our exploratory evaluation involved 20 pupils; the selection was made based on the following criteria (1) last year of pre-primary school, or from primary school (2) pairs were created with children from the same classrooms. The number of girls (N=7) was lower than boys since there were more boys in these classrooms. Among them, four participants had different degrees of disability: one child with low vision since birth; two children had a low vision due to disease and one child with multiple developmental impairments (cognitive, language, and motor skills delays). The average age of participants was 6.6 (SD 1.1) years old, and six of the children were in primary school (and are familiar with letters), while the other 14 were in preschool.

Children knew each other, and none of them had any previous experience with robots. They worked in pairs matching children from the same classroom (primary school or pre-primary school), with no other predefined selection (based on age, friendship, or gender), Table 1 shows the different pairs.

<table>
<thead>
<tr>
<th>Kids &amp; Pair</th>
<th>Age</th>
<th>Gender</th>
<th>Visual Acuity</th>
<th>Additional information</th>
</tr>
</thead>
<tbody>
<tr>
<td>C9</td>
<td>6</td>
<td>M</td>
<td>sighted</td>
<td>preprimary</td>
</tr>
<tr>
<td>C10</td>
<td>6</td>
<td>M</td>
<td>sighted</td>
<td>preprimary</td>
</tr>
<tr>
<td>C11</td>
<td>6</td>
<td>M</td>
<td>sighted</td>
<td>cognitive, language &amp; motor delay, preprimary</td>
</tr>
<tr>
<td>C12</td>
<td>7</td>
<td>M</td>
<td>sighted</td>
<td>preprimary</td>
</tr>
<tr>
<td>C13</td>
<td>6</td>
<td>M</td>
<td>sighted</td>
<td>primary school</td>
</tr>
<tr>
<td>C14</td>
<td>7</td>
<td>F</td>
<td>Moderate low vision (VA 0.16)</td>
<td>Since 4, primary school</td>
</tr>
<tr>
<td>C15</td>
<td>6</td>
<td>M</td>
<td>sighted</td>
<td>preprimary</td>
</tr>
<tr>
<td>C16</td>
<td>6</td>
<td>F</td>
<td>sighted</td>
<td>preprimary</td>
</tr>
<tr>
<td>C17</td>
<td>6</td>
<td>M</td>
<td>sighted</td>
<td>preprimary</td>
</tr>
<tr>
<td>C18</td>
<td>6</td>
<td>F</td>
<td>sighted</td>
<td>preprimary</td>
</tr>
<tr>
<td>C19</td>
<td>6</td>
<td>F</td>
<td>sighted</td>
<td>preprimary</td>
</tr>
<tr>
<td>C20</td>
<td>6</td>
<td>M</td>
<td>sighted</td>
<td>preprimary</td>
</tr>
</tbody>
</table>

Table 1. Summary of participants (VA for visual acuity)

**Material**

We selected the Cellulo robots based on the following features: (1) haptic guidance with accurate localization [31]; (2) visual and tactile feedback; (3) small-sized, and easy to handle, (4), low-cost solution that operates on printed sheets of paper (based on microdots pattern that enables self-localization). Cellulo is a versatile tool used in different learning contexts (geometry, physics, and chemistry) [17, 30, 31]. For instance, Asselborn and Guneysu et al. [2] showed that these robots can be used to teach as traditional handwriting learning methods for sighted children and were particularly interesting to teach the ductus and could adapt for children presenting visuomotor coordination issues [16].

In our experiment, Cellulo illustrated the shape via haptic feedback; it guided the children's hands through the shape, rendering the trajectory that draws the shape (its ductus). Cellulo can exert a force of about 1N, which is not enough to drive the hand of children but enough to guide their hand [31]. Cellulo also used visual feedback, with different colours of LEDs, allowing both children with and without visual impairments to see the robot moving. Children were free to decide what type of feedback they wanted to use, as some information was redundant across different modalities. For example, when Cellulo would start moving (haptic and visual feedback), it would also play a 'beep' (auditory feedback) and have its LEDs change from Blue to Yellow (visual). As the Cellulo robots do not present speakers, the tablet controlling the robots played the sound. Figure 2 presents the different elements used in the experiment. Each pair of children had two robots connected via Bluetooth to a central tablet used to control the activity and set the shape children on which were working.
For the experiment, we printed eight maps: 7 were showing the different shapes used in the experiment (Figure 2), and one was blank for when students had to guess the shapes from the robot’s motion on the paper.

Figure 2. Setup with the material used for the experiment. (A) An Android tablet used to control the robot's mode (quiz or guess), to select the shape, and to play a beep sound at the start and the end of a stroke. (B) The graphical visual feedback printed on the dotted map, here the letter ‘a’. (C) A blank map with the microdots pattern for localization. (D) The slave Cellulo robot that mirrors the master robot. (E) The master Cellulo robot with 6 LEDs used to signal the start and the end of a stroke.

Procedure
A week before the study, all the students involved had a lesson reviewing the geometric forms: circle, square, and triangle, and letters "p", "a", and "i" with their teachers.

Before the study, we asked the teachers to describe the participants' social relations, stating best friends and close groups. We used this to measure the impact on social relations in the day after the study.

The study took place in a classroom, and each session lasted, on average, 30 minutes. Before the session, researchers reorganized the space to arrange two different areas with a wide-angle camera capturing children's interaction. They recorded children's faces, hands, and the robots' movement, as illustrated in Figure 1. Five researchers and two teachers were always present during the sessions. One researcher monitored the robots (e.g., replacing the robots when the battery was low), the other four were assigned, in pairs, to one of the two tables. Teachers were instructed not to interact with children. Their role was to observe and to take notes during the study.

In these sessions, children were sitting facing each other but could not see or touch each other's workspace (Figure 1). Each session had a learning task (draw a circle) and a quiz based on shapes and cursive letters, in the following order: square, triangle, house, "p", "a" and "i" (see Figure 3 on the drawings used). These shapes were selected to understand the impact of multiple strokes in the activity.

At the beginning of the session, we told children that they would be using small robots to take turns drawing and guessing shapes. After showing the robots, we asked them to practice drawing with it. They followed the path printed on paper (cf. Figures 3) and drew circles using the robot feedback available (visual, tangible, sound, and haptic).

For the following drawings, we alternated between a quiz and a guessing mode. On quiz mode, for the "house" and "i" maps, children guess the shape and discuss with each other until they reach an agreement, for this task, both robots draw the same shape on blank maps. The centralized app running on the tablet autonomously controlled both robots during the quiz. In the guess mode (used for square, triangle, "p" and "a" maps), one child was handling the master robot and the other one the slave. The master robot was put on passive-assistive mode to move smoothly on the paper sheet. The slave robot mirrored the speed and path of the master robot. The child holding the master would have a paper map displaying the graphics, whereas the child holding the slave robot had a blank sheet of paper but had to guess the shape from her robot’s movement.

The order of the tasks was the same for all participants: square and triangle shapes for the first two tasks of the child-based mode; the house, for the robot-based mode; "p" and "a" letters for the child-based mode, and the "i" for the robot-base mode. The last task was a free drawing task where we asked each child to draw a shape of their choosing for their partner to guess.

During the tasks, researchers could help the children by providing some predefined clues, and at the end, they could draw the shape on the child's back. In the robot-mode task and drawing tasks, children gave tips as they wished, drew on the backs of their partners, and talked aloud about what they were doing. We scripted these tips to ensure that all the pairs had similar information.

Figure 3 – Printed sheets of paper used for the study (42cm x 42 cm)
When the session ended, we asked them to use a pencil to draw all the shapes (except for the free drawings). Next, in the debriefing stage, children were asked to give their impressions about using the robots, what were the easiest and hardest tasks, and how they would like to use robots.

We also debriefed the two teachers, who were in the room during the whole session as observers, by asking them about the social interactions, engagement with the robots, task adequacy, main challenges, and overall opinion on the session. The day after the study, we asked the teachers to report whether they noticed any differences in social relations between the children. We explicitly asked them to make this assessment in three situations: when children arrived at school, during playground time, and in the classroom.

**Data capture and analysis**

All sessions were video and audio recorded (circa 10 hours). Two researchers conducted a thematic analysis using a scheme based on Meier et al. scheme for assessing the quality of collaboration processes [7, 20], following a grounded approach to identify new codes and emergent themes in the data from the sessions' observations and teachers' feedback. The Cohen Kappa [19] was .56 for 18% of the data, which corresponds to a moderate agreement in coding.

The following metrics were computed based on observation and robot logs. (1) **NumFB** – the average number of times each feedback is selected. (2) **TTask** - average time spent, in minutes, at each task. (3) **NRoundTask** – the average number of robot rounds per task. (4) **MinD** - minimal path distance: average minimal distance between each robot's position recorded and the actual shape (without considering temporality). (5) **NTaskSuccessFB** - number of successful tasks split by feedback.

Plots of the robot drawing, based on logs, were also visualized, as shown in figure 4.

**FINDINGS**

We structured our finding according to the emergent themes: robot interaction (sub-themes: accessibility. Capacity to manipulate and explore; perceived feedback quality; coherence between available feedback; and children responses to the robot), collaborative and inclusive learning (sub-themes: individual and pair engagement; roles and task division perception for children, robots and researchers; pair interaction – coordination; request for help/giving help; dialogues; inclusive behaviour), and activity experience (sub-themes: the complexity of the task; previous knowledge to do the task; task performance – ductus, flow; creativity). For each, we present insights and design opportunities.

**Robot Interaction and feedback**

As a tabletop robot, Cellulo designed for group work. It allows all children, regardless of visual impairments, to use the same robot in the same way, promote collaboration and cooperation between them.

**Cellulo as an assistive supporting tool**

Our participants (N=20) were able to interact with the robots by themselves, independently of the role they had (drawing role, guessing, or guessing in pairs), or if they had any impairment (visual, motor or cognitive). This fact suggests that Cellulo copes with the principles stated by Mynatt et al., [27, 28] and Winberg [41] for assistive tools. (1) Access to functionality: all actions available to a sighted child were also available to a child with visual impairments. (2) Enable manipulation and exploration, allowing interaction and sharing a collective state of things. (3) Be coherent in all interfaces (visual, haptic, tactile, sound) and between common resources (for instance, precise mirroring between robots). Children with (mean: 2.33, SD: 0.33) and without visual impairments (mean: 1.85, SD: 0.46), responded correctly using the robot's feedback (3 shapes and three letters).

These numbers suggest that the visual acuity of the child did not influence pair performance, meaning that Cellulo was able to be an assistive and inclusive supporting tool.

When calculating NumFB – number of times children selected each feedback, we observed that, although haptic feedback was available, sighted children (N=17) tend to use visual feedback more often, (mean: 5.23, SD:0.85) in comparison to haptic feedback (mean: 4, SD:1.16). For children with visual impairments (N=3), as expected, the most used feedback was haptic (mean: 12.33, SD:2.02), but children with low vision also used visual feedback (mean: 1.67, SD: 0.88).

**Speed and strength applied to draw is essential for understanding the shape**

Children felt a friction force when drawing with the robot. In the first task, drawing a circle, all children were trained to know how to draw with the robot. Computing the **TTask** and the **NRound**, we found that, for the circle task, some of the children took more time than others to tune the speed and strength needed to draw with the robot. **TTask** for the circle (mean: 2:05, SD: 1:02) and **NRound** for the circle (mean: 3.8, SD: 2:15). We also noticed these differences in other tasks (square, triangle, house, p, a, i), the average rounds, in

![Figure 4 – Plots of predefined shapes based on robots' logs](image-url)
those, Square Triangle House "p" "a" "i", were **NRound** (mean: 2.58, SD: 1.20), and the time spent **TTask**, for Square Triangle House "p" "a" "i", (mean: 2.22, SD: 1.01). The speed of the drawing influenced children's guessing, there were many pauses, the movement was not fluid, and as observed, this made it harder for their partner to perceive the shape correctly.

**A clear notion of the starting and endpoint of the drawing**

Another observable behaviour was the children not stopping when they reached the end of the shape and continued drawing. This behaviour could have multiple explanations, namely the difficulty in understanding the partner's perspective or perceiving the end of the shape. They did not understand that repeatedly drawing the shape was not helpful for their partner. One example of this difficulty is C1, during the house task when she said to the robot, "Hey, stop moving!" (C1)

**Robot's sound can be a facilitator when used in-context**

One child, based on robot sound, guessed it was a car "sounds like a car" (C13) during the free drawing. Although the robot played different sounds in specific phases (starting point, change of the stroke), none of the children understood them. These observations suggested that audio feedback when used at the right time and accordingly with children's expectations (e.g., sounds of the objects or small words), can be a facilitator, but can also be confusing or even ignored if unexpected.

**Dealing with multiple strokes**

Non-continuous flow drawings need multiple strokes, like the door in the house, or the overlapped stroke in the letter "a". When changing strokes, the robot's lights (in the upper side of the robot) switched to green and played a specific sound. Children did not perceive it, even after the researchers called their attention to the lights and sounds. Children could not see the lights when using haptic feedback, as their hands were on top of the robot, however even when they used visual feedback (observing the robot moving without holding it), they also ignored these clues. As observed, for all participants, the robot design for changing strokes is still an open challenge and was very confusing, as illustrated in figure 5 and 6. Also on the dialogues during the experience, as in "i" task, when the robot changed strokes to draw the dot, C4, using visual feedback, said "it is strange it always moves at the end! [without noticing any change on sound or colour lighting]" (C4).

**Children responded to robots with curiosity and tenderness**

Children were interested to know how the robot moved and if it could see, who was the robot owner or even if they could get one for themselves. Playing with the robot during the session was observed in all the children. Two girls (C1 and C4) held the robot in their chest during breaks with tenderness.

**A Collaborative and inclusive learning experience**

The assessment made by the researchers and teachers present during the session was that all children (N=20) were collaborating during the experiment. We did not observe any influence of their visual acuity in the interaction. Children responded with high engagement and in an inclusive way.

We recorded more than 500 interactions between pupils and robots; the level of engagement and interest was high, in these interactions we observed negotiation, collaboration, dialogues, and a clear division of roles and responsibilities. These observations suggest that the experience was collaborative and inclusive and that children perceived the robots as a supporting tool. Considering the pairs (N=3) with and without visual impairments, teachers reported that the collaboration was very high, and two of the dominant children had visual impairments (C1 and C7).
We used the following dimensions to evaluate the quality of the collaboration: mutual understanding (roles, task divisions & time management), dialogue management, information pooling, reaching consensus and reciprocal interactions, and individual tasks orientation.

**Mutual understanding, roles, task divisions, and time management**

Pupils had a clear understanding of their different roles, as well as for the robot. For example, in a pair’s dialogues which C3 and C4 discussed the role of the robot in the "free drawing" task and aligning the beginning of the tasks.

(C3) - "Are we using the robots to draw?"
(C4) - "Of course, it is with the robot, if you do not use the robot, how can you guess what I am drawing?"
(C3) - "ok, you can start?"

**Dialogue Management was common**

With different goals: to negotiate and get consensus, request for help, or just to establish a good relationship with researchers, talking about other things not related to the experience or even to talk with the robot. C1 from pair 1, in a negotiation phase, in the "house" tasks, moved twice to the side of the partner and whispered in his ear to influence the partner. The same child, in the "i" task, requested help from his partner, C2, about cursive letters (they are both in the 2nd year of primary school).

(C1) - "I do not know cursive letters."
(C1) - "[talked with (C2)] but you learned it in the first year."

One other student started a dialogue to create empathy with the researchers during a break, one of the researchers was French so when (C4) noticed it, she started a conversation speaking a few words in French. "Bonjour.

**Information pooling, children used different types of help**

Such as to request to repeat, clues or drawing the figure on the other's back. "Guesser Frequently asked their partner to repeat the movement, "can you do it again?" (C8). Clues could be related to the context, as the case of C2 (pair 1) in the free drawing.

(C2) - "It flies [the first clue provided to C1]"
(C2) - "can take 2 or 3 persons inside [second clue]"
(C1) - "it is a helicopter [C1 tried to guess]"
(C2) - "I am going to do it again [repeat case]"
(C1) - "It is an Air Balloon [child gave the correct answer]"

In another case the clue was related to the sound of the letter, this was made by C14, in task "p", "rhymes with b, d [giving help to his partner, C13 could not guess and gave-up]" (C14)

In all sessions, there were a total of 120 instances of help provided by researchers and children, clues (N=91), and drawing on the backs of the children (N=29).

In the free drawing tasks (where researchers recommend children to give each other help), in a total of 20 free drawings, children gave help in ⅘ (N=15) of the sessions.

**Reaching consensus and reciprocal interactions**

Children negotiated, influenced, and in most cases, reached a consensus by themselves in robot-based tasks. During the negotiation, one of the students suggested some answers, and the other confirmed. However, it was not always the case, and sometimes they did not reach a consensus. One example was pair 1, in the "house" tasks, where C1 tried to influence C2 (moving beside him).

(C2) - "[C1 moved beside C2 to influence] it is a rectangle."
(C1) - "and I think it is a rectangle too."
(researcher) "it is similar to a rectangle [C1 return to his workplace and robot did a new drawing]"
(C2) - "[C1 moved again to the side of C2 to influence] he told that it is a house, but I am not convinced."
(C1) - "[researchers draw a house in each student's back] it can only be a house."
(C2) - "It does not seem like a house. Maybe it is a building. I do not agree with her [and they did not reach an agreement]"

**Pair coordination and individual task orientation**

Children had a clear perception of the common goal. They worked together to sync the robot's movement, to negotiate, or to celebrate. When they found out the correct figure, they gave positive feedback to each other: "we did it" (C5), "good, well done." (C6). Even when there was an individual task orientation to learn something new, like the ducus or the form of a cursive letter, a pair orientation observed as shown in the task "i" by C1:

(C1) - "[She tried to learn the ducus and the format of "i" based on drawing with her finger, in the paper. She also proposed a solution for the flow to be perceived] it is better if we start here and then do this".

**Activity Experience**

In 80% of the cases, pairs found out the form, independently of the visual acuity of each participant, and a third of them only used robots for that.

**Age influenced the results**

The age of the child influenced the ability to do the tasks. Children learn drawing of geometrical shapes such as circle or triangle at a very young age in preschools [2, 42]; however, we observed that pupils in preschool were not familiar with the letters (even if teachers had practised these letters with them before the study), one of these students did not recognize the triangle.
Cursive letters awareness
One factor noticed and confirmed by children with visual impairments (N=3) was that they did not learn cursive letters, only print letters and Braille.

(C14) - "We are used to drawing in print letter format, not in the manuscript."

However, these students were curious about cursive lettering, and they used this format in the posttest evaluation. One example was with the letter “p” in pair 1, where C2 helped C1 (with VI) to learn cursive letters (giving clues and drawing in the C1’s back).

(C2) - "[C2 gave a clue to C1] it is in the manuscript format."

(C1) - "[C2 draw "p" in C1’s back in print] I draw the p like this."

(C1) - "Can I see the letter p? [and looked to "p" in the paper -figure 2 and draw the letter with his finger to get it memorized "].

Ductus Quality and temporality
We noticed that the quality of the ductus and the temporality influenced the perceived shape. Based on robot's logs (Figure 7,8,9), the first plot showed a good temporal drawing of "a", the second showed an incorrect shape due to a wrong starting point, and the last plot showed an incomplete ductus.

Some interesting findings were noticed: (1) in letter p, 32 rounds made, 21 had a correct and complete flow, seven were incomplete, and 4 had a wrong ductus. 6 children answered correctly (from those only pair 8, had no additional help). The speed of the drawing was too fast in 4 rounds (2 per each child, C2 and C4). (2) For the letter "a", in 34 rounds made, 15 had a correct and complete flow, nine were incomplete, and 10 had a wrong ductus. Seven children answered correctly (from those three pairs had no additional help, pair 4, 8, and 9). The speed of the drawing was too fast in 4 rounds (C1, C4, and C10) and too slow for three rounds of (C9).

The letter “a” was only drawn correctly half the time. The number of correct answers was higher than "p". Suggests that "a" was more natural to be perceived when drawn by a robot. Even when trajectory was incorrect or incomplete, perhaps due to the circular shape and because "a" is a familiar vowel.

Task Complexity
Letter “i” was the shape with the highest number of clues (square=3, triangle=4, house=32, p=15, a=12, i=34) and “a” was the shape that had the highest average of rounds (square=2, triangle=1.6, house=2.8, p=3.2, a=3.4, i=2.5).

When calculating MinD - minimal path distance between each robot's position recorded and the actual shape, the distance was (in order from highest to lowest): drawing a shape (house) > letters (p>a>i) and basic shape (circle, square and triangle). The MinD value suggested that "p" and "a" had a more complex trajectory than "i", maybe due to stroke overlap (in "i" the dot is a separate stroke). Children
followed the same complexity order independently of their visual acuity.

**Feedback efficiency**

The NSuccessFB – an average of success tasks (guessed shape or the letter) split by feedback and visual acuity used, was computed for tasks (square, triangle, house, “p”, “i”, and “i”’), each child had to guess 4 of those. On average, the child answers with success 2.9 times out of 4.

The plot in figure 10, presents the feedback used in all successful tasks split by visual acuity. Overall haptic feedback was more efficient than visual (even for sighted children), visual feedback was never used with success by a low vision child (even for child 3 - C3 with a VA=0.25). A blend of the four types of feedback (visual, haptic, audio-clues and back feedback) ) performed better (52% for sighted and 85% for VI) than using only visual or haptic feedback.

**Figure 10 - Two pie charts showing the feedback split in successful tasks by visual acuity.**

These metrics suggest that, for this study, the combination of feedback types, namely adding audio (provided by clues) and back feedback (drawing on the back), performs better than using only one feedback at each time. Independent of the visual acuity of the participant. For this table-top robot, the most efficient interaction was on haptic.

Several children’s responses to the activity: satisfaction, confusion, frustration, comfort, engagement, creativity, imagination and perceived expertise

We noticed children's satisfaction when they completed the tasks at a pair level, as illustrated by C2, in the free drawing activity.

(C2) - “[C1 drew a unicorn] it is a unicorn wow.”

(C2) - "she is my "sister" and loves unicorns."

Confusion leading to frustration was also observed in children whenever they did not remember the shape previously drawn, or they did not understand the shape; as shown by C1 while guessing "p". " [after the first round] Really: [she was baffled and frustrated]" (C1)

Comfortable and Engaged with the robot: we observed that C1 and C13, both with low vision, were very close to the robots, showing that these children did not have any fear of the robot even when he was moving.

Creativity: during free drawing activity, children were very creative, regardless of the capabilities of the robots. They drew unicorns, hearts, dragons, air balloons, stars, princesses, chairs, volcanoes, cars, people, animals, sun and sea. In the free drawing, children had already experienced the robot's difficulty in drawing angels and multiple strokes; however, that did not influence their ideas. Looking for the plots produced by the robot logs, it is challenging to recognize more complex drawings, as we can see in figure 11. Regarding imagination, we asked children how they could use robots in the future. Children had many suggestions; for example, they said they could use the robots to play remotely (children in different houses playing together) or to play with friends and family. They mentioned using robots based on stamps to draw complex figures and help visually impaired children to be more creative. They also mentioned learning other figures and drawings, and even to cook dinner (the problem immediately found by C16, was that they would need arms).

**Figure 11 - Two plots based on Robot logs for the free drawing, showing a heart and a star**

Perceived robot expertise, one example was made by pair seven that said, "robot knows how to write" (C13) and "better than us” (C14).

**Posttest evaluation:**

At the end of the experience, we asked students to draw all the figures they learned during the session, they all did the six figures correctly (N=20), and all visually impaired children tried to do the letters in cursive format (N=3).

To address our second research question, we asked teachers to evaluate participants' social relations the day after the experiment in three situations: at the time of arrival at school, in the classroom, and during the playground. Teachers did not identify any changes in social relations after the session. This fact suggests that one experience with these robots did not make an impact on social dynamics. In future studies, it would be interesting to evaluate the impact of a multi-time experience in the social engagement between participants.

**DESIGN OPPORTUNITIES**

**Design opportunities for Learner-Robot Interaction**

From our analysis, we identified opportunities for the design of inclusive robots that support drawing activities. Adapt haptic force feedback to each child; the strength of the haptic could be adaptive to the child to improve the speed and flow of the drawing. New ways to represent the starting and ending points of strokes and traceability of robots’
actions such as magnetic drawing tables or textures are challenges to address in the future.

**Design opportunity for Collaborative, inclusive scenarios**

We observed that all the pairs, with and without visual impairments, engaged in collaborative behaviours. Our study showed potential for pairs of learners. One idea for future studies could be *classroom work*, with a common goal to create a solar system. Each pair would draw, design or represent, with robots, the sun and each planet (with specific features such as planet rotation speed, orbit, size, and temperature). In the end, all students would jointly create the solar system placing the planets in the right order and moving in the correct plane orbit. Cellulo could localize in the correct orbit based on its capability to self-orientation and configure its velocity based on each planet's speed. Another activity to explore navigation skills, essential for visually impaired children, could be using robots to create a school representational map based on mixed-abilities pairs to represent classrooms, canteen, playground, and stairs.

**Design opportunities for School activity**

During our sessions, we observed that when drawing on childrens’ back, guessing was faster and more accurate. Future research should explore *Audio and haptic back feedback* (using, for instance, Rovables robots [9]). Results suggest that these two types of feedback are well perceived. An additional opportunity to explore is the use of robots to promote *creative work*, especially in visually impaired children. For instance, integrating painting software to create digital pictures (or stamps), and using force haptic of the robot to help visually impaired children to draw more complex figures.

**CONCLUSIONS AND FUTURE WORK**

Inclusive, collaborative learning experiences are challenging to design. With this paper, we tackle this challenge, answering our research questions and presenting how we design and implement the first field study of such learning activity using robots. Shared results, finding and design opportunities for future research in this area.

While designing for keeping inclusive collaboration in mind, we discovered new challenges such as the rendering of multi and overlapped strokes, ductus and speed, and identification of reference frames.

The small number of pupils involved and the "novelty effect" of the used system did not allow us to assess the learning effect of this experience or the impact on the social dynamics of the small children. However, the qualitative analysis revealed positive engagement and collaboration between students with and without visual impairments.

With this study, we demonstrate the applicability of tangible robots in an inclusive, collaborative scenario for children with different types of impairments. Our current and future work involves increasing the number of pupils in this study and create an iterative design with teachers and children to improve the robotic system and new learning scenarios. We aim to investigate the potential of tangible robots for new modalities of collaborative learning suitable to any visual impairment and across a range of curricular disciplines. Finally, we plan to test new design iterations, in ecological and long-term settings.
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