Abstract—In the recent Internet-of-Things (IoT) era where biomedical applications require continuous monitoring of relevant data, edge computing keeps gaining more and more importance. These new architectures for edge computing include multi-core and parallel computing capabilities that can enable prevention diagnosis and treatment of diseases in ambulatory or home-based setups. In this paper, we explore the benefits of the parallelization capabilities and computing heterogeneity of new wearable sensors in the context of a personalized online atrial fibrillation (AF) prediction method for daily monitoring. First, we apply optimizations to a single-core design to reduce energy, based on patient-specific training models. Second, we explore multi-core and memory banks configuration changes to adapt the computation and storage requirements to the characteristics of each patient. We evaluate our methodology on the Physionet Prediction Challenge (2001) publicly available database, and assess the energy consumption of single-core (ARM Cortex-M3 based) and new ultra-low power multi-core architectures (open-source RISC-V based) for next-generation of wearable platforms. Overall, our exploration at the application level highlights that a parallelization approach for personalized AF in multi-core wearable sensors enables energy savings up to 24% with respect to single-core sensors. Moreover, including the adaptation of the memory subsystem (size and number of memory banks), in combination with deep sleep energy saving modes, can overall provide total energy savings up to 34%, depending on the specific patient.
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I. INTRODUCTION AND MOTIVATION

In the last years, wearable technologies for health monitoring applications have gained a lot of attention in the commercial and research field [1]. Wearable sensors allow monitoring specific characteristics of a patient’s pathology by measuring bio-signals with non-invasive sensors, e.g., electrocardiogram (ECG) and electroencephalogram (EEG). Therefore, they can enable accurate detection and prediction of major noncommunicable diseases (NCDs) and allow people to self-assess of their health status [2]–[7].

Despite recent advances in wearable technologies, major challenges exist to fully exploit such systems. In particular, energy efficiency and scalability (i.e., according to the specific pathology characteristics of each patient) are important factors to take into account in any wearable sensor design [8] for personalized remote long-term health monitoring [5]–[7], [9]–[11]. Modern ultra-low power (ULP) platforms [12]–[16] can offer many advantages in terms of parallelization capabilities that can be exploited in biomedical applications. Moreover, these platforms include direct memory access (DMA) modules that are more efficient than the main processors in data transfers. Additionally, they contain SRAMs structured in independent banks that can be power-gated depending on the application needs identified at design-time [12], [13] or at run-time [17].

In this work, we consider the prediction of atrial fibrillation (AF) as a case study for personalized online health monitoring on single- and multi-core platforms. In fact, the heterogeneous nature of AF requires a personalized diagnosis and treatment [18], using excerpts of ECG signals. During the initial stage of AF, an intermittent or paroxysmal form occurs. For paroxysmal atrial fibrillation (PAF), there exists a single oral dose of pharmacological cardioversion [19] to reduce the frequency of the episodes and prevent PAF recent-onset [20]. Therefore, there is a clear need for enabling continuous personalized monitoring of PAF patients, which can be feasible by exploiting novel ULP multi-core computing platforms.

In the context of PAF long-term monitoring, we propose a methodology to design a new online PAF prediction model targeting scalable computation on modern ULP wearable sensors, which considers the specific features of the individuals and their condition. The scalability is driven by the adaptive algorithm and architecture parameters, which affect the design in single- and multi-core platforms to reduce energy consumption for each individual patient. In order to draw a comparison with our method, we report two key cases of the recent literature [21], [22], describing offline methodologies, which include inter-patient variability and achieve higher accuracy compared to other methods [23]–[25]. Finally, we compare the accuracy results with our previous work on offline PAF prediction [26].

To the best of our knowledge, no study has been done on PAF prediction on wearable sensors with emerging multi-core computing platforms. Furthermore, the energy-scalability analysis of a personalized PAF prediction method, running on embedded devices with parallel computing capabilities and memory scaling, has not yet been tackled. Therefore, the main contributions of this work are the following:

• We design an online energy-efficient PAF prediction to
be implemented on a single-core ULP wearable sensor INYU [9], which we personalize according to the characteristics of each patient. The optimized and personalized model allows to reduce the energy consumption and processing execution time, by considering the constraints of the wearable sensor. Additionally, we exploit the existing low-power sleep modes between sample acquisition to achieve a scalable battery lifetime of, at least, 37 days.

- We develop a personalized parallelization technique for new open-source multi-core RISC-V based computing architectures that can be included in wearable sensors, by using the GAP8 platform [14]. Our technique scales with the number of cores, i.e., distributing the computation among cores, according to a patient-specific model. Our proposed parallelization achieves energy savings of up to 24% compared to the single-core design.

- We explore the memory design space to execute personalized AF algorithms in multi-core IoT and wearable platforms [14], by scaling the size of the memory banks (8 KiB, 4 KiB, 2 KiB, and 1 KiB) and storing buffers of different lengths according to the number of cores. Also, we highlight the energy consumption reduction thanks to deep sleep modes that exploit the specific characteristics of the patient. Overall, the personalized multi-core design provides up to 34% energy savings with respect to recent single-core wearable sensors.

The rest of the paper is structured as follows. Section II describes the proposed method, distinguishing between the offline learning phase and the real-time detection phase. Then, Section III explores different techniques to reduce energy consumption in modern ultra-low power platforms. Section IV presents the patient-specific optimizations targeting single-core and multi-core platforms. Next, Section V describes the experimental setup used in this work and Section VI presents the accuracy and energy consumption of the proposed method in the two selected platforms. Finally, Section VII summarizes the main conclusions.

II. PERSONALIZED PAF PREDICTION METHOD FOR LONG-TERM MONITORING

The personalized PAF prediction approach presented in this paper is designed to be used for long-term monitoring. First, we train a personalized model on a set of ECG signals previously acquired from a single patient. Then, the model is applied to a newly acquired ECG signal from the same patient, producing an output at least every 15 s to 45 s.

Fig. 1 shows our methodology for a single patient. In Fig. 1a, we show the offline method running on a local server, which performs the personalized analysis on previously acquired ECG data for the target patient. These data need to include one excerpt of ECG signal before the onset of a PAF event (i.e., “Close to PAF”). Additionally, we need one excerpt of normal sinus ECG signal at least 45 min far from any event (i.e., “Far from PAF”). We choose a training window of at least 350 R peaks for both excerpts, which corresponds to 3–9 min considering a heart rate varying from 40 BPM to 110 BPM, as done in [26]. Moreover, to avoid overfitting and ensure robustness and generalization of the training model we perform a learning curve analysis [27] on the number of training samples.

Referring to Fig. 1a, the ECG signals are, first, preprocessed by filtering and delineating their main waves, in Step 1. Then, the methodology extracts features from small windows of consecutive beats to capture short events that can happen before a PAF onset (Step 2). The features are the input to what we call “personalized configuration and training”, in Step 3. The training is done using a linear classifier based on support vector machines (SVMs) and a 5-fold cross-validation (CV). The output of the offline process is a subset of optimal features specific to the patient and the corresponding classification model. After the personalized configuration parameters, the selected features and the classification model are loaded in the embedded device, which runs the automatic PAF prediction, shown in Fig. 1b. Once the device acquires a small window of consecutive beats of ECG signal, the algorithm starts the preprocessing (Step 1) and extraction of a reduced set of features
personalized to the patient (Step 2). Finally, by using a linear SVM classification model (Step 3), the algorithm performs an online PAF prediction producing a binary output, as shown in Step 4. Additionally, the preprocessing and feature extraction steps are suitable for parallelization (cf. Section IV-B).

A. Preprocessing – Filtering and Delineation

In both phases of our methodology we start by preprocessing the signal. The common step to both phases is the filtering, which consists of removing the baseline wandering by applying a morphological filter. We use an implementation proposed by Sun et al. [28] and optimized for an embedded system by Braojos et al. [29]. The morphological filter removes the peaks and valleys of the signal with operations related to the shape or morphology of the signal features. Then, the signal baseline is finally subtracted from the original signal. This step can be parallelized for multiple leads [13], although in our case we only require one single-lead, hence we do not parallelize it.

For the delineation of both offline and online real-time processing, we use sequentially three methods. First, we use a real-time implementation of the wavelet transform (WT) delineation to detect the R peak [30], [31] for a design on standard platforms. This method uses the WT of a signal, which is proportional to its derivative with a smoothing impulse response at different scales. By applying the WT to the signal, the R-peaks are detected as the zero-crossings that are common across scales $2^1$ through $2^4$ (where most of the ECG signal energy lies [30]), and which are preceded by a positive peak and followed by a negative peak. Moreover, for the multi-core design we consider a more light-weight R peak detection, called REWARD [32], which is more suitable for parallelization. REWARD includes two main steps: signal enhancement and R peak detection. The signal enhancement method is called Relative Energy (Rel-En) and it uses the signal energy to amplify dominant peaks. The R peak detection step generates a set of adaptive hysteresis thresholds to isolate the highly dominant peaks and performs a subsequent check on their widths to eliminate false positives. Second, we apply a method described in our previous work [26] to detect the onset and offset of the P wave by comparing it with a triangular wave starting at the P peak and finishing at the isoelectric line. Third, we delineate the S wave as the minimum point after the R peak, by considering the standard physiological duration of the QRS complex.

B. Personalized Optimized Feature Extraction

The features considered in our prediction algorithm depend directly on the fiducial points delineated, as shown in Fig. 2. Specifically, we consider the distance in time from the main fiducial points analyzed (P wave onset, peak and offset, and S) to the R peak within the same beat, and beat-to-beat RR intervals if the fiducial point is the R peak itself. Additionally, we consider the signal amplitude of the five fiducial points related to the amplitude of the closest R peak. Moreover, we select a personalized combination of features in a specific amount of consecutive beats that defines a small window of processing. In this way we analyze sudden events occurring within the window, as shown in our previous work [26]. Additionally, we include an overlapping window depending on the patient. By considering groups of features depending on the main ECG waves, we train the algorithm to choose the set that gives the best 5-fold cross-validation performance for each patient (F-score), as shown in Lines 9–14 of Algorithm 1. Then, in the online phase, we only delineate the fiducial points related to the selected group of features. The personalized features selection has the advantage of scaling the computation of the ECG delineation in the wearable sensor by performing a selective delineation for each patient.

C. Personalized Classification Parameters

The offline personalized configuration and training, shown in Fig. 1a, includes several steps, other than the feature selection. The personalization of the model for each patient captures the heterogeneity of the PAF pathology and optimizes its implementation on wearable sensors. We use a minimum time resolution window for the prediction of 25 beats. This value varies within 15 s and 45 s, considering a resting heart rate in the range of 40 BPM to 110 BPM, which is a fair prediction window length considering the physiology of the PAF event occurrence. The first set of configuration parameters includes the training model coefficients. We choose to use a supervised learning model based on SVMs to classify an excerpt of
The best combination configuration parameters includes the amount of consecutive in our offline approach [26]. The second set of personalized very low complexity [33] and it achieves a high accuracy SVM-based model is selected since at inference time it has signals labeled “Close to” or “Far from” PAF events. An SVM-based model is selected since at inference time it has very low complexity [33] and it achieves a high accuracy in our offline approach [26]. The second set of personalized configuration parameters includes the amount of consecutive beats (n) within a small window and the length of the sliding window in beats (m). These two parameters vary within the following ranges: n = 3, 4, ..., 7 and m = 1, 2, ..., n and affect the number of training samples. The best combination (n, m) was chosen by selecting the most robust model performance using leaning curve analysis [27] and F-score. In our methodology, summarized in Lines 3–8 of Algorithm 2, we analyze the F-score against the number of samples with an increment of 10 samples at each iteration applying a 5-fold CV for better generalization of the results. Next, within the predefined minimum prediction window, we cross-validate a threshold on the set of small windows the model classifies correctly, based on (n, m), described in detail in Lines 9–22 of Algorithm 2. The final step of the learning phase consists in choosing the amount of minimum prediction windows of ECG samples needed to process and predict the PAF onset, where abnormal events may occur. Considering the heterogeneity of the occurrence of small and sudden events [34], our algorithms learn on both normal sinus rhythm (i.e., signal far from any PAF event) and close to a PAF event to choose the prediction time length for each patient. The algorithm computes the maximum amount of consecutive prediction windows (each of 25 beats) in the normal sinus rhythm misclassified as “Close to PAF”, using excerpts from a different set than the training and test ones. Therefore, the updated minimum window of prediction is a multiple of 25 beats, which corresponds approximately to the range from 15 s to 45 s.

During the online PAF prediction monitoring, shown in Fig. 1b, once the personalized features within the small window (of n consecutive beats) are extracted, they are fed to the linear SVM model. Then, the algorithm classifies each small window as either “Close to PAF” or “Far from PAF”. Next, our algorithm is optimized to stop the processing once the precomputed personalized threshold of small windows classified as “Close to PAF” is reached, reducing the energy consumption and scaling it for different patients. The final output of the classification is transmitted at least every 15 s to 45 s depending on the minimum window of prediction selected.

### III. ULP Platforms for Wearable Sensors

Modern platforms designed for ULP operation combine several techniques to achieve high computing performance when required, while reducing their overall energy consumption. In the following paragraphs, we describe how we exploit these techniques to reduce energy consumption in the context of multi-core wearable sensors. Then, we analyze the main characteristics of the new open-source RISC-V based ULP multi-core architectures that can be used in next-generation wearable sensors (such as GAP8 [14], which is the multi-core platform that we use for the experimental validation of our ULP parallelization methodology). Additionally, we describe the architecture of a standard single-core wearable sensor.

#### A. Techniques to reduce energy consumption in multi-core wearable sensors

1) **Multi-core Parallelism:** ULP multi-core platforms improve the execution of inherently parallel computations, such as, multi-lead ECG signal processing [13], by distributing the work among several cores. This distribution of tasks allows the system to meet all the biosignal processing deadlines, while operating at a lower clock frequency and at a lower voltage level, which results in significant energy savings.

2) **Efficient Hardware-Based Synchronization:** Parallelization often requires synchronization between the cores that intervene in a computation. In fact, without a low-overhead synchronization mechanism, increasing the parallelization level (i.e., number of cores that work on a task) will not provide energy benefits. Hence, new ULP multi-core architectures include hardware-based single-cycle synchronization mechanisms. Furthermore, they also support clock-gating of cores while they are waiting for an event in the parallelized biosignal processing algorithms.

3) **Multi-Banked Memories:** The division of the platform memories into smaller banks that can be independently powered off, on, or placed into retention mode, enables fine-grained control on memory energy use. In the context of healthcare wearable sensors, this feature enables the processing of the acquired input biosignals in “windows” that drive which banks are written by the DMA (active), which ones
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**Algorithm 2** OFFLINE: Personalized Configuration and Training

```plaintext
1: Input: filtered ECG; n = 3 : 7 consecutive beats; m = 1 : n sliding window; selected group; predwlen = 25 beats
2: Output: selected (n, m); selected th; SVM model (mdl)
3: function SMALLWINDOWPARAMETERS
4:   for (n, m) = (3, 1), (4, 2), ..., (7, n) do
5:     Compute fitting and F-score on learning curves
6:   end for
7:   Choose (n, m) with best fitting and F-score
8: end function
9: function THPARAMETER
10:   nw = \frac{\text{predwlen}}{m} \quad \triangleright \text{small windows in predwlen}
11:   for th = 0.1, 0.2, ..., 0.9 do
12:     Train and test SVM with 5-fold CV
13:     Count small windows “Close to PAF” (swpaf)
14:     if \frac{\text{swpaf}}{nw} > th then
15:       “Close to PAF”
16:     else
17:       “Far from PAF”
18:   end if
19:   Compute mean F-score on folds
20: end for
21: Choose th with best mean F-score
22: end function
23: Train SVM mdl with selected group, (n, m), th
24: return (n, m); th; mdl
```
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signals labeled “Close to” or “Far from” PAF events. An SVM-based model is selected since at inference time it has very low complexity [33] and it achieves a high accuracy in our offline approach [26]. The second set of personalized configuration parameters includes the amount of consecutive beats (n) within a small window and the length of the sliding window in beats (m). These two parameters vary within the following ranges: n = 3, 4, ..., 7 and m = 1, 2, ..., n and affect the number of training samples. The best combination (n, m) was chosen by selecting the most robust model performance using leaning curve analysis [27] and F-score. In our methodology, summarized in Lines 3–8 of Algorithm 2, we analyze the F-score against the number of samples with an increment of 10 samples at each iteration applying a 5-fold CV for better generalization of the results. Next, within the predefined minimum prediction window, we cross-validate a threshold on the set of small windows the model classifies correctly, based on (n, m), described in detail in Lines 9–22 of Algorithm 2. The final step of the learning phase consists in choosing the amount of minimum prediction windows of ECG samples needed to process and predict the PAF onset, where abnormal events may occur. Considering the heterogeneity of the occurrence of small and sudden events [34], our algorithms learn on both normal sinus rhythm (i.e., signal far from any PAF event) and close to a PAF event to choose the prediction time length for each patient. The algorithm computes the maximum amount of consecutive prediction windows (each of 25 beats) in the normal sinus rhythm misclassified as “Close to PAF”, using excerpts from a different set than the training and test ones. Therefore, the updated minimum window of prediction is a multiple of 25 beats, which corresponds approximately to the range from 15 s to 45 s.

During the online PAF prediction monitoring, shown in Fig. 1b, once the personalized features within the small window (of n consecutive beats) are extracted, they are fed to the linear SVM model. Then, the algorithm classifies each small window as either “Close to PAF” or “Far from PAF”. Next, our algorithm is optimized to stop the processing once the precomputed personalized threshold of small windows classified as “Close to PAF” is reached, reducing the energy consumption and scaling it for different patients. The final output of the classification is transmitted at least every 15 s to 45 s depending on the minimum window of prediction selected.
contain data to retain until the next processing interval, and which banks can remain off. Furthermore, the use of banks of different sizes enables an appropriate data placement for input data of accessed biosignals into smaller banks, which consume less energy per access (cf. Section VI-C).

4) Sleeping Modes: Low-power wearable sensors typically have the ability of power-gating many components independently to suppress leakage current. However, the time required to reactivate the element sets a lower limit for the duration of the sleeping periods. Modern ULP platforms use technology-level techniques to reduce the reactivation time, which enables sleeping even during short intervals. This characteristic can be exploited in biomedical applications to synchronize the use of the ULP multi-core architecture to the computing requirements of the different biosignals processing phases.

5) Heterogeneity: Having different groups of resources, or even resources of different types, enables matching the correct resource for each biosignal computation. In this way, ULP multi-core platforms, such as the RISC-V based PULP [12], propose a division of the platform into a simpler processor for tasks with low computation requirements and a second cluster of processors that can be activated to cope with more complex tasks. As we show in this paper, this type of heterogeneous multi-core architectures can be used very efficiently in the context of variable-complexity parallelized biosignal processing algorithms.

6) DMA Modules: Advanced DMA modules implement data transfers between different memory modules, i.e., implementing double-buffering. Additionally, DMA engines are simpler and consume less energy than general-purpose processors. Thus, they are crucial to achieve low power operation in biosignal processing applications that capture windows of data before processing, as cores can be deactivated until enough samples have been acquired for AF prediction for each patient.

**B. ULP RISC-V Multi-Core Architectures: The GAP8 Sensor**

GAP8 [14] is a commercial RISC-V implementation based on the PULP project [12] and built on a 55 nm technology. It consists of a main processor, termed “fabric controller” (FC), which performs short tasks and manages the complete platform, and a cluster of eight additional cores. The cluster cores can cooperate on a single task (e.g., with OpenMP) or work independently on different ones (e.g., in consumer-producer patterns). A hardware event unit implements single-cycle synchronization, while clock-gating the waiting cores.

The memory is divided into two blocks: The first one, an L2 (512 KiB), is connected to the FC, whereas the second one, an L1 (64 KiB), is connected to the cluster cores. Data transfers between both levels are performed by a dedicated DMA module. This organization allows the application to activate the cluster cores only during highly demanding phases and placing the currently processed data, which normally receives more accesses, in the banks of the smaller memory in the cluster. A second DMA module is in charge of the data acquisition from the ECG leads to the L2 memory. Thanks to it, the FC can remain clock-gated during the acquisition process.

In order to estimate the energy consumption during our experiments, we profile the active cycles of the different cores. Then, we use the reported power numbers for GAP8 [14]. For the FC, we use the lowest possible voltage supply (1.0 V), with an operating frequency of 150 MHz, to compute the execution time of our biosignal processing and AF prediction algorithms, and the lowest power leakage of 3.6 μW, since the deep sleep mode mostly dominates the consumption. Furthermore, the GAP8 platform contains a 30 μW fully retentive memory of 512 KiB that can be divided in 4 banks of 128 KiB. Then, since our personalized and parallelized AF prediction algorithm does not need more than 64 KiB of storage, we reduce the overall memory to 64 KiB, thus reducing the consumption to 10 μW, accounting for the leakage and the memory retention. Additionally, for the ULP multi-core wearable design we explore bank size scaling from 8 KiB, 4 KiB, 2 KiB to a minimum of 1 KiB.

1) Energy savings versus resources assigned: One of the main goals of this paper is to show how a patient-specific assignment of resources in a multi-core platform, like GAP8, achieves significant energy savings. To this end, we did a preliminary analysis on the estimated energy consumption of the GAP8 platform by varying the resources assigned in terms of number of active cores, application duty cycle (i.e., percentage of application computational load in 1s) and parallel implementation speed-up. In this analysis, the energy consumption estimation accounts for the processing and idle time with 1 memory bank active out of the 4 banks available.

Fig. 3. Potential energy savings in the multi-core GAP8 platform according to the duty cycle of the application and the attainable speed-up compared to the single-core implementation. We report 5 configurations with a varying number of active cores in the cluster from 8 to 4. The dotted contour lines represent different levels of energy savings, which include the efficiency border between single and multi-core computation for GAP8 at 0%. Additionally, we mark the working point for the six subjects studied in Section VI.
in GAP8. Fig. 3 shows the energy savings compared to the single-core implementation in the 5 possible multi-core configurations of our design space with a varying number of active cores from 8 to 4. Each configuration reports the percentage of energy savings achieved at different attainable speed-up figures from 1 to 8, while the application duty cycle values can vary between 0% to 0.5%, according to the typical intervals that a single-lead ECG-based biomedical application has. Thus, the attainable speed-up for a specific number of cores is a measure of efficiency of the parallel application. However, as Fig. 3 shows, there is a threshold of speed-up that the parallel application needs to reach to start achieving energy savings compared to the single-core implementation. Nonetheless, interestingly enough, this threshold significantly varies with the number of active cores, namely, from $2.3 \times$ for an 8-core implementation to $1.7 \times$ for a 4-core implementation. Therefore, below the speed-up threshold the single-core implementation is more efficient than a particular multi-core implementation, while above the threshold, the multi-core option is more efficient.

In addition in Fig. 3, we report six cases of the analyzed dataset [34] to cover a wide range of computational requirements (i.e., including best, average and worst case scenarios) with different patients (cf. Section V-B and Section VI). In our design space, the duty cycle of the parallel application varies from 0% to 0.07%, while we assign between 4 and 8 cores depending on the window length (i.e., number of consecutive beats), thus achieving different speed-ups from $3 \times$ to $5 \times$. As a result, Fig. 3 indicates that the absolute energy savings increase by adding more active cores. Nonetheless, if the parallel application achieves its highest speed-up for a certain number of cores, for example $3 \times$ in the 4-core configuration, it is then more energy-efficient to assign the lowest possible number of cores (i.e., it is better to use 4 cores instead of 5 or more for Patient 45). Moreover, within one configuration, for example the 5-core implementation in Fig. 3, in the context of limited duty cycle values, the case with higher duty cycle but lower speed-up (Patient 37) achieves higher energy savings than the case with lower duty cycle and higher speed-up (Patient 15). We further discuss the implications of this analysis on the six reported cases in Section VI-C.

C. Traditional Single-Core Homogeneous Wearable Sensors

As an instance of the previous generation of single-core homogeneous low power sensors we use an EFM32LG-STK3600 containing an EFM32 TM Leopard Gecko 32-bit microcontroller unit (MCU) [35], a 48 MHz ARM Cortex-M3 processor with a 3 V supply, 256 KiB flash memory and 32 KiB RAM. The platform and the corresponding Simplicity Studio software energy profiler are used for our energy consumption analysis. In particular, we estimate how much energy the MCU consumes over time considering its active mode, while running the PAF prediction process. Finally, we assess the use of power management techniques in real-life by using the SmartCardia ECG-based device [9], since it includes an MCU of the same family of the EFM32.

IV. PATIENT-SPECIFIC OPTIMIZATIONS FOR SINGLE AND MULTI-CORE ULTRA-LOW POWER PLATFORMS

The parameters and model selected during the learning phase, described in Section II-C, are the configuration inputs to apply in the algorithm implemented on a wearable embedded device. With the final goal of saving energy for a personalized continuous monitoring, we apply a set of optimizations to implement an online method for a single-core platform. Then, we design a patient-specific parallelization technique targeting a multi-core platform and we apply memory and power management.

A. Patient-Specific Online Design for Single-Core platforms

Considering the model selected at training time for each patient, we present two main optimization techniques that decrease the computation within a window of analysis.

1) Selective Feature Extraction: As described in Section II-B, the algorithm only extracts for each patient the group of features within $n$ consecutive beats with a sliding window of $m$ beats, which were selected in our personalized patient configuration phase (see Section II-B). Aiming to save and scale computation, hence energy, the algorithm delineates within each consecutive beat only the fiducial points needed for the ECG waves selected at training time.

Fig. 4 describes the strategy used to optimize the delineation within a beat for two different patients and in input their corresponding selected group of features. In Fig. 4a, the trained group of features are within the P and R wave, while in Fig. 4b they are within the R and S wave. As presented in [26], the method to compute the P wave onset/offset compares the corresponding wave and a set of triangular waves with origin in the peak, which end in different points of the isoelectric line. This is computationally more expensive than finding a minimum such as S. Therefore, if for the patient in Fig. 4b the algorithm would delineate the three main ECG waves the computation load will be much higher. However if the personalized model for a patient includes full P wave feature set, as shown in Fig. 4a, then the algorithm will compute them.
2) **Optimization on the Classification Threshold:** By applying the threshold on the small windows processed within a minimum window of prediction, defined in Section II-C, we increase the computational savings in the online PAF prediction process. As an example, Fig. 5 describes the real-time prediction on an excerpt of ECG signal before a PAF onset for Patient 1 of the chosen dataset (cf. Section V-B). As described in Section IV-A1, the algorithm extracts patient-specific features based on the fiducial points for each beat of the small window of consecutive beats. For this patient, the small window consists of three consecutive beats \((n)\) with a sliding window of two \((m)\) and the features extracted are time and amplitude of the R peaks and the S wave. Once the features are extracted, they are fed to the linear SVM model, which classifies the small window as “Close to PAF”. Then, using the training parameter \((th)\), the algorithm computes and checks the percentage of small windows classified as positive over a large window of 25 beats to define the whole large window as positive. In the case in Fig. 5, the algorithm reaches \(th\) with only one small window, i.e., approximately 10\% of 25 beats. Till the end of the current large window, the algorithm stops extracting features and performing the classification. It starts over at the next large window. This implementation allows to save energy within a window of analysis, i.e., 25 beats, by stopping the feature extraction and classification. Finally, this process is different for each patient enabling scalability, thus the adaptability of the device lifetime (cf. Section VI-B).

B. Patient-Specific Parallelization for ULP Multi-Core Platforms

Considering the number of consecutive beats selected at training time for each patient \((n)\), we apply a patient-specific parallelization by varying the number of cores depending on \(n\). Our method consists in a three-step parallelization process by using \(#\text{cores} = n + 1\), where \(n\) changes depending on the patient. The filtering step was designed to be parallelized on leads [13] and since we use a single-lead ECG, this step is not parallelized. The three steps that can be parallelized are the signal enhancement preprocessing, Rel-En, and the R peak detection steps of REWARD [32] and the selective feature extraction (cf. Section IV-A1). Since the selective feature extraction includes the computation of the RR interval, the algorithm needs \(n + 1\) consecutive beats to extract all the necessary features. Considering that the \(n\) parameter varies between 3 and 7, we can assign from 4 to 8 cores for the multi-core implementation. In order to parallelize on the feature extraction, we need to collect \(n + 1\) consecutive beats, hence, the multi-core implementation needs to collect a specific window of analysis and then process the data. In this way, we exploit the characteristics of modern ULP architectures, by storing a buffer using the DMA until it reaches the desired length, processing at the lowest voltage but the maximum operating frequency and enabling a faster computation.

Fig. 6 shows the three steps of the algorithm that are parallelized. In this case \(n = 3\), therefore \(#\text{cores} = 4\). Since the first two steps are part of the REWARD algorithm for R peak detection, we can define the window length of analysis based on how many peaks the R peak detection can detect. The R peak detection needs a minimum window length of 1.75s to detect at least one peak. Since we need 4 peaks the window of analysis is \((1.75 \ast 4)\) s. Moreover, the RelEn step computes the energy of the signal for each sample by using the information of a specific window of 0.95s [32]. Therefore, the final window length for this specific case is \((1.75 \ast 4 + 0.95)\) s. Fig. 6a shows the parallelization applied to the RelEn step. For this case we can parallelize on 4 cores by dividing the window of analysis in 4 and assigning different windows to different cores, with an overlap. Fig. 6b shows the parallelization applied to the R peak detection step. In this step the cores are assigned to 4 windows of 1.75s subtracting the delay of 0.95s. Finally, the last step is the

![Fig. 5](image_url)  
Proposed optimized online prediction of a PAF event for Patient 1 of the chosen dataset (cf. Section V-B). The configuration parameters are \((n, m) = (3, 2), th = 10\%\).

![Fig. 6](image_url)  
Proposed personalized parallelization by choosing the number of cores based on \(n\) number of consecutive beats to analyze, so that \(#\text{cores} = n + 1\).
selective feature extraction. This is performed within a peak-to-peak interval and each core is assigned to one of the beats within the small window of analysis, containing in this case four peak-to-peak intervals. Since within 1.75 s there might be more than one peak, the feature extraction will reassign the cores to the next small window of three consecutive beats. All in all, the proposed parallelization exploits the patient-specific model parameters to save energy for an optimal personalized continuous monitoring in an ULP multi-core platform.

1) Memory and Power Management: Considering the modern ULP multi-core wearable sensors, in particular the GAP8 architecture [14], we can apply memory management to the multi-core design to save energy during the signal buffering, which depends on the patient model. Considering the GAP8 L2 memory characteristics described in Section III-B, we explore the possibility of reducing the total L2 memory size, and therefore, the bank size to meet the conditions of our application. First, for the single-core design, we consider a total of 64 KiB as a baseline, increasing the number of banks to 8 and reducing the bank size to 8 KiB, since we need up to 48 KiB. Then, for the multi-core design we explore lower bank sizes of 4 KiB, 2 KiB, 1 KiB with a total of 32 KiB, and increasing the number of memory banks. Considering smaller bank sizes, we are able to power off the unneeded banks, based on the window length of analysis, thus on the patient model. Moreover, since the buffer requires more banks we can alternate retention/active mode for buffer slices already stored. Hence, if for two patients we use windows of analysis from 4 KiB to 8 KiB, by reducing the bank size resolution (for example to the minimum of 1 KiB) we can have a more efficient patient-specific memory management and overall reduction in energy consumption. Finally, our design includes switching to deep sleep mode between the acquisition and storage of two samples, since the signal sampling frequency is low.

V. EXPERIMENTAL SETUP

In this section we describe the database used for training the models and the test bench for both single and multi-core design discussed in Section III.

A. Database for Offline Training and Online Testing

We apply our framework to the PAF Prediction Challenge (2001) Physionet database [34], containing 55 patients affected by PAF. The database includes two 30-minute ECG signals close to and far from a PAF event, acquired at a sampling frequency of 128 Hz for each patient, that we resample at 250 Hz. For both signals we train the personalized model on the last 350 beats of the recording (approximately 3–9 min considering a heart rate range from 40 BPM to 110 BPM). For the signals close to a PAF event, we test on the remaining of the recording. For the signal far from any event, we use two thirds of the remaining signal to configure the minimum window of prediction (cf. Section II-C) and then test on the remaining third.

B. Test Bench and Platforms for Single-Core Design

The single-core design is a sample-by-sample method. We use two different R peak detection algorithms, a wavelet-based as done in the previous work [26] and REWARD [32]. We show the overall accuracy on the full database with both wavelet and REWARD algorithms. Then, we choose six cases that vary in terms of configuration parameters to evaluate one window of analysis when a PAF event occurs. We consider the window length related parameters $n$ and $m$, the selected group of features and the classification threshold, described in Section II-B and Section II-C. Specifically, we select from a worst to a best case of computation in the context of the target multi-core architectures exploration, considering the sum of each configuration parameter computational cost. Finally, the window of analysis varies from 15 s to 45 s, depending on the patient. We measure the energy consumption of the single-core wavelet-based design using the Simplicity Studio software energy profiler on the Cortex-M3 based EFM32LG-STK3600 (cf. Section III). Then, we use this energy measurement to show the battery lifetime estimation on the real-life SmartCardia INYU ECG-based wearable device [9]. Finally, we run the energy profiling on the single-core REWARD-based design for the six cases on the Cortex-M3 platform.

C. Test Bench for Multi-Core Design

We use the same six cases of the Physionet dataset within the same window of analysis used in the single-core design for the multi-core test bench. The multi-core method is designed to collect a window buffer depending on the number of cores (i.e., number of consecutive beats different for each patient). In order to observe the energy savings, we implement a window-based single-core design, similar to the multi-core one but running on the main core of GAP8 [14], instead of the cluster of cores. We use an open source SDK that simulates a RISC-V PULP platform [36] to profile the window-based single-core and multi-core designs. Then, we estimate the energy consumption using the power numbers for the GAP8 platform provided by [14], running at 1 V and 150 MHz in the SoC and at 90 MHz in the cluster. To account for the memory and power management we estimate the energy spent in storing the window buffer with different bank sizes and entering deep sleep mode between the samples.

VI. EXPERIMENTAL RESULTS

In this section, we first report the results on prediction performance of our real-time personalized approach, after the optimizations described in Section IV, and we compare it with the state-of-the-art offline algorithms. Then, we report the energy consumption of our online single-core design. Finally, we show the energy savings between a personalized window-based on single- and multi-core designs.

A. Accuracy of the PAF Event Prediction

In Table I we compare the accuracy of the two inter-patient variability approaches presented by Martínez et al. [21] and Ebrahimzadeh et al. [22], the offline personalized algorithm
presented in our previous work [26], our real-time optimized personalized single-core approach considering the wavelet-based R peak detection [31], and the optimized version with the REWARD algorithm [32] presented in Section IV-B. Moreover, we report sensitivity and specificity of the personalized approaches.

The online single-core implementation using the wavelet-based delineation reduces the accuracy by 4 % compared to the reference offline algorithm [26], while keeping the same sensitivity. However, the accuracy is comparable with the state-of-the-art offline algorithms. We also used a more light-weight and suitable for parallelization R peak detection [32] with a 2 % reduction in accuracy due to the misdetection of peaks.

### B. Energy Consumption in Standard Single-Core platforms

In the EFM32LG-STK3600 Cortex-M3 based sensor, the energy consumed within one window of analysis varies between 16 mJ and 9 mJ for the worst case and best case scenario. The personalized training of the optimized PAF prediction model (cf. Section IV-A) allows energy savings between patients with 84 % to 56 % difference compared to the worst case of the six selected cases. Then, using the energy results of EFM32, we estimate the battery lifetime of the different components and execution modes of the real-life ULP ECG monitoring device, INYU [9], which uses the same MCU family to run our PAF prediction algorithm. We show the worst case in terms of computational burden, calculated as execution time of the processing part over the actual prediction time. Since we used the maximum operating frequency of 48 MHz on the EFM32 and the STM32 on the INYU device can operate up to 32 MHz, we compute a 1.5 x execution time increase with respect to EFM32.

Table II shows the worst case of total average current consumed, among the six cases chosen. The duty cycle represents the percentage of computational load of the five main modules of the INYU over a 30-minute window. The ECG signal acquisition is always on for the 30-minute window, as well as the BLE module to send the output of the classification every 15 s to 45 s. In addition, by computing the total average current of 0.799 mA consumed along 30 min and a battery of 710 mAh, the battery lifetime of the worst case is 889 hours (approximately 37 days) in the six cases analyzed. In the best case, the battery lifetime is 41 days.

The results demonstrate how a personalized online PAF prediction algorithm in single-core can save energy depending on the patient features. Next, we show how our personalization can be applied to adapt an ULP multi-core architecture to the characteristics of each patient.

### C. Energy Consumption in an ULP Multi-Core Architecture

#### 1) Energy Savings in Personalized Multi-Core design:

The ULP multi-core architecture described in IV-B assigns different number of cores depending on the patient model. In this section, we discuss the energy savings derived by applying the patient-specific parallelization.

Fig. 7 shows the energy consumption of the six cases of the test bench. We report the energy consumed in the single-core window based design compared to the multi-core. For the six cases, the multi-core design performs better than the single-core design with energy savings from approximately 13 % up to 24 %. The difference between the patients is directly depending on the corresponding training model and patient-specific parallelization. Since the number of cores depends on the small window length of n consecutive beats, the personalized selection of the window length affects directly the energy consumption. To describe this effect, we can consider the different configurations of the model described in Fig. 3 (cf. Section III-B1). In this figure, we report the cases

### Table I

<table>
<thead>
<tr>
<th>Inter-patient variability</th>
<th>Personalized</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation parameters</td>
<td></td>
</tr>
<tr>
<td>[21] Martinez et al. (%)</td>
<td>[22] Ebrahimzadeh et al. (%)</td>
</tr>
<tr>
<td>Accuracy</td>
<td></td>
</tr>
<tr>
<td>93.0</td>
<td>98.2</td>
</tr>
<tr>
<td>F-measure</td>
<td></td>
</tr>
<tr>
<td>–</td>
<td>97.1</td>
</tr>
<tr>
<td>Sensitivity</td>
<td></td>
</tr>
<tr>
<td>–</td>
<td>97.1</td>
</tr>
<tr>
<td>Specificity</td>
<td></td>
</tr>
<tr>
<td>–</td>
<td>95.5</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>ECG acquisition</th>
<th>Current (mA)</th>
<th>Duty cycle (%)</th>
<th>Average current (mA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADS1291 active [37]</td>
<td>0.427</td>
<td>100</td>
<td>0.427</td>
</tr>
<tr>
<td>MPU6000 [38]</td>
<td>0.005</td>
<td>100</td>
<td>0.005</td>
</tr>
<tr>
<td>Data processing</td>
<td>PAF prediction process</td>
<td>10.5</td>
<td>3.2</td>
</tr>
<tr>
<td>Power saving</td>
<td>Low-Power sleep mode [39]</td>
<td>0.018</td>
<td>96.8</td>
</tr>
<tr>
<td>BLE</td>
<td>NRF8001 [40]</td>
<td>0.014</td>
<td>100</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td><strong>0.799</strong></td>
</tr>
</tbody>
</table>
analyzed by considering only the potential energy savings of the parallel implementation, while Fig. 7 shows the energy savings of the full implementation. Moreover, in Fig. 3 we consider also the energy consumed in idle time with 1 bank active. However, the final results in energy savings reflect the analysis previously mentioned. Furthermore, Table III reports a summary of the application features for the six analyzed cases and the corresponding energy results during processing, according to the analysis done in Section III-B1.

Let us consider two examples within the 5-core configuration, namely, Patient 15 and Patient 37, which have a duty cycle of 0.038% and 0.044%, respectively, for the parallel implementation. Even though the case of Patient 15 reaches a higher speed-up of 3.96 × (3.63 × for Patient 37), the case of Patient 37 achieves higher energy savings. Moreover, if we consider the case of Patient 45, which achieves a speed-up of 3.02 × with only 4 cores active, the parallel implementation (that only represents 30% of the total computation) achieves better energy savings compared to a higher number of active cores for the same speed-up. Finally, if we consider the case of Patient 10, implemented in a 8-core configuration, it has a duty cycle of 0.069% (approximately 43% of the total computation) and it reaches a speed-up of 4.53 ×. This case achieves the highest overall energy savings of 23.6%, which is explained by the higher value of duty cycle compared to the other cases. In fact, the speed-up is comparable to the case of Patient 18, implemented with a 6-core configuration, but its duty cycle is double. Moreover, if we compare the case of Patient 10, Patient 37 and Patient 41 (duty cycle of 0.041% and highest speed-up of 5.46 × with a 7-core configuration), it is possible to observe the effects of the trade-off between the three variables analyzed in Section III-B1. Indeed, as shown in Table III, the three cases achieve high and comparable energy savings due to a varying number of active cores, speed-up and duty cycle. This effect is visible also in the cases of lower energy savings in Fig. 3 and the corresponding values in Table III.

The results show how the patient-specific multi-core design allows to scale the computational load by assigning the number of cores depending on the personalized application model, and, therefore, scale and save energy.

2) Energy Savings with Memory Banks Management: As described in Section IV-B1, we apply memory management scaling the bank sizes of the GAP8 L2 memory to 8 KiB, 4 KiB, 2 KiB and 1 KiB. In Table IV, we show the results of the energy savings for the memory and sleep mode in a window of analysis compared to the single-core window based design. The single-core bank size is 8 KiB with the necessary number of banks powered on depending on the patient. The results show two orthogonal levels of energy savings. The first one is the buffer length which depends on the number of cores, hence, varying from 4 KiB to 7.5 KiB in this application. On this level, by keeping the bank size fixed for all the buffer size cases we get energy savings up to 18% compared to the single-core design. The second level is fixing the buffer size and varying the bank size. By scaling from 8 KiB to 4 KiB, the memory management reaches energy savings up to approximately 10%. Further scaling to 8 KiB or 1 KiB results in a significant improvement, up to 17% (i.e., for the smallest buffer length of 4 KiB). Overall, the platform can get up to 30% of savings during buffer storage and sleeping between samples compared to the single-core design by scaling the bank size to the minimum of 1 KiB.

3) Comparison of Total Energy Consumption in Single and Multi-Core Design: We combine the results of the energy consumed during the processing and in storage and deep sleep mode to show the overall savings of the multi-core design.
compared to the single-core design. Additionally, we show the energy consumed in the single-core original sample-by-sample design. Fig. 8 shows the energy consumed in μJ for the sum of processing (green) and memory and sleep (pink). The energy consumed during the processing is $6 \times$ of the energy consumed in the memory and sleep, in all the cases. Therefore, the impact of the memory management is reduced to 5–6%. The multi-core design reduces the energy consumption more in the cases with more computational load (i.e., Patient 10) up to 33.9%.

The multi-core design reduces the energy consumption more in the cases with more computational load (i.e., Patient 10) up to 33.9%. The minimum value of energy savings reached in the six cases analyzed is 14.5% compared to the single-core designs. In this case the single-core sample-by-sample design can be more or less efficient than the window based because of different conditions. First, since the MF filtering is always run on the SoC this step accounts for 57% to 73% of the total computation, which varies depending on the patient model. Second the model itself varies the computational load considering the different configuration parameters for each patient (i.e.,the features extracted, the small window of consecutive beats and sliding window, and the classification threshold). Finally, the multi-core design uses the L1 memory to store the buffers and variables used by the parallelization steps. Accessing the L1 memory from the cluster is more efficient than accessing the L2 from the SoC. The results show how a multi-core design where number of cores and memory bank sizes are scaled according to personalized models for biomedical applications is advised in modern ULP platforms. From the results, even if the parallelization step counts for only 30% of the total computation, the energy savings of the two combined optimizations show a sufficient improvement compared to the single-core design.

VII. CONCLUSION

In this paper we have proposed an online, energy-efficient and personalized PAF prediction method targeting emerging ULP wearable sensors. Our method enables energy savings for a continuous PAF event monitoring in single-core resource-constrained wearable sensors, and scales its energy consumption depending on patient’s characteristics. By considering our algorithm running on the INYU wearable ECG-monitoring sensor, we calculated a battery lifetime of at least 37 days. Next, we showed the portability, energy saving and scalability of our algorithm on the new generation of ULP multi-core architectures, based on the ULP GAP8 IoT architecture. We proposed a parallelization technique that assigns the number of cores depending on each patient’s characteristics. Moreover, we explored the use of memory bank sizing (from 8 KiB to a minimum of 1 KiB) and buffer length sizing for different number of cores, specific to each patient. Our final ULP multi-core design combining processing and memory scalability achieves up to 34% of energy savings with respect to the original single-core sensor design. A dynamic reconfiguration of the personalized parameters and resource assignment after the occurrence of new PAF events is a highly suitable extension of this work in future research.
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