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ABSTRACT 

The Zambezi River Basin (ZRB), in Africa,  spreads over some unfathomable 1  370 000 km2. In all its 

magnificence it is home to approximately 30  million inhabitants , harbors a number of priceless 

wildlife sites and has an estimated hydropower production cap acity of 13  000 MW, of which only 

about 5  000 MW are currently exploited. The Zambezi River is central to both the culture and the 

economy of riparian countries. With a heterogeneous landscape and a semi -arid climate, the 

basin faces great challenges broug ht about by growing populations, soaring economic growth, 

and climate change. In the future, increasing pressure on water resources is inescapable.  

Hydrological  modeling will certainly support decision makers in all levels of decision  as they rise to 

meet the forthcoming challenges. While historically the basinõs size, heterogeneity, political 

situation, and constraining lack of hydrological da ta have conditioned the scope and success of 

hydrological models of the basin, relatively new technologies such as satellite remote sensing or 

machine learning present promising tools with which some of these problems can be addressed.  

The present work set out to develop a performing hydraulic -hydrological model of the ZRB at a 

daily time scale , envisaging future use in dam operation optimization and synchronization, 

environmental impact assessments, evaluation of future scenarios (predicting responses to climate 

change and increased demands) and a broad range of other studies related to themes such  as 

wildlife, water chemistry, sediment transport, and integrated water management.  

In order for this to be successful , constraining issues, mostly related to input data, would have to be 

addressed before the actual modeling stages; resorting to satellite remote sensed data would be 

mandatory  and the most had to be made out of the few good quality discharge series available. 

Also, it was early recognized that no single model could be a òbestó choice for such a wide array 

of uses and that a large emphasis wo uld have to be placed on model calibration and validation.  

Aiming to extend the time scope of the analysis, the novel Pattern -Oriented Memory (POM) 

historical rainfall interpolation methodology was introduced. Based on machine learning models, 

POM was show n to be superior to competing methods in data scarce  environments and when the 

true rainfa ll field shows high variability . Over the ZRB, errors in the POM interpolated rainfall series 

were observed to be on par with those of state -of -the -art satellite rain fall estimates. Still, POM 

presents additional advantages worth noticing: it s performance improves as  more satellite data 

becomes available; and POM interpolated rainfall can be directly combined  with satellite 

estimates as forcing for hydrological models leading to minimal òchange of supportó problems. 

The use of machine learning models for discharge forecast was developed in four fronts: the 

comparison of alternative models (e.g. Autoregressive Moving -Average (ARMA), Artificial Neural 

Networks (ANN) and S upport -Vector Regression (SVR)); the enhancement of rainfall aggregation 

techniques; the study of limitations inherent to SVR forecasting models; and the development of a 

non -parametric empirical uncertainty post -processor. Going beyond the development of 

deterministic forecasting models with promising accuracies, even for long lead times of up to 60 

days at Victoria Falls, the conducted research most notably motivated a reevaluation of previous 
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findings reported in literature by showing that SVR models are  particularly hazardous when used for 

discharge forecasting purposes; a conclusion based on their underlying theoretical principles and 

easily observable in practice.  

A novel non -parametric empirical uncertainty post -processor was developed. The proposed 

methodology is able to effectively generate probabilistically correct uncertainties of detrended 

series given a representative set of training patterns. It is an (informal) technique that, unlike 

Bayesian methods (formal), does not require the definition of  likelihood functions nor an external 

òconceptualó model of the phenomenon being modeled. Performing, extremely versatile, and 

straightforward to set up, it can be easily adapted to incorporate new information. The potential 

range of applicability of the m ethodology goes well beyond discharge forecasting and even 

hydrology.  

The Soil and Water Assessment Tool (SWAT) was used in order to prepare a continuous -time 

hydrological model of the whole ZRB. Recognizing the importance of sound calibration and 

validati on phases, investments were made on the development of a flexible and computationally 

efficient calibration interface. In parallel, an analysis of the Soil and Water Assessment Tool (SWAT) 

hydrological model in its application to the ZRB has evidenced inad equacies in the source code 

which should be taken into account, particularly in catchments with relatively large waterbodies.  

Resorting to millions of simulations, the full calibration of daily hydrological models covering the 

whole basin, from the Upper Z ambezi to a few kilometers upstream from the Delta (Marromeu) was 

accomplished ð it is believed ð for the first time. Heterogeneity was shown to play a noticeable role 

in the basinõs hydrology and it is recommended that the calibration of future models allows for the 

definition of regional parameters. Among four tested calibration schemes, best results were 

obtained using a regional -regularized calibration approach due to its capacity of approximating 

contributions, not only of subbasins along the main reac h of the Zambezi, but also along its 

tributaries.  

The most important outcomes of the research have been , along with original data and works from 

fellow (African Dams Project) ADAPT researchers, be conveyed to stakeholders through the 

ongoing ADAPT online d atabase project ( http://zambezi.epfl.ch ), initially developed in the scope 

of this thesis. 

 

Keywords: artificial neural networks,  calibration, discharge forecasting, hydrological modeling,  

machine learning,  optimization, Pattern -Oriented Memory,  rainfall interpolation,  support -vector 

machines, SWAT, TRMM, uncertainty,  Zambezi . 
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RÉSUMÉ 

Le bassin du fleuve Zambèze (ZRB), en Afrique, s'étend sur quelques 1  370 000 km2. Dans toute sa 

splendeur, il abrite environ 3 0 millions d'habitants, héberge plusieurs sites naturels d'une valeur 

inestimable et a une potentiel de production hydroélectrique estimé à 13  000 MW, dont seulement 

environ 5000  MW sont actuellement exploités. Le Zambèze est central à la fois pour la culture et 

l'économie des pays riverains. Avec un paysage hétérogène et un climat semi -aride, le bassin fait 

face ¨ de grands d®fis pos®s par la croissance d®mographique, lõenrichissement ®conomique, et 

le changement climatique. Dans l'avenir, la pression croissante sur les ressources en eau est 

incontournable.  

La modélisation hydrologique va certainement aider les parties prenantes à répondre aux défis à 

venir. Historiquement, la situation politique, la taille et lõh®t®rog®n®it® du bassin, ainsi que le 

man que contraignant de données hydrologiques ont conditionné la précision de modèles 

hydrologiques du bassin. Les technologies récentes et prometteus es telles que la télédétection par 

satellite ou lõapprentissage automatique peuvent présenter des alternatives  pour résoudre certains 

de ces problèmes.  

Le présent travail a entrepris d'élaborer un modèle hydrologique du ZRB à un pas de temps 

journalier, envisagé pour des utilisations futures telles que des  évaluations d'impact 

environnemental, l'optimisation de  lõexploitation et la synchronisation de s barrages, ainsi quõun 

large éventail d'autres études portant sur des thèmes tels que la faune, de la chimie de l'eau, le 

transport des sédiments et de la gestion intégrée des eaux.  

Dans ce but, des problèmes, la plupa rt liées aux données d'entrée, devront être abordées avant 

les étapes de modélisation. Le recours aux données de télédétection par satellite est obligatoire et 

les séries de débits de bonne qualité disponibles devront être prises en compte. En outre, il a été 

reconnu quõil nõexiste pas de çmeilleurè mod¯le pour un tel ®ventail d'utilisations et qu'un grand 

accent devrait être mis sur l'étalonnage du modèle et sa validation.  

Le Pattern -Oriented Memory  (POM), une méthodologie d'interpolation pour précipitatio ns 

historiques, a été introduit  pour prolonger la longueur des simulations. Basé sur les modèles 

d'apprentissage automatique, le POM est supérieur aux méthodes concurrentes dans des 

environnements pauvres en données et surtout quand la distribution spatial e de la pluie montre 

une forte variabilit®. Sur le ZRB, les erreurs sur lõinterpolation des s®ries de pr®cipitation obtenues 

avec POM sont comparables à celles des précipitations par satellite. En outre, le POM présente des 

avantages supplémentaires intére ssants : sa performance s'améliore à mesure que davantage de 

données satellite sont disponibles et les précipitations interpolées par le POM peuvent être 

directement associées aux estimations par satellite comme données pour des modèles 

hydrologiques avec un effet de «  changement de soutien  » minimal.  

L'utilisation de modèles d'apprentissage automatique pour la prévision des débits a été développé 

sur quatre fronts: (1) la comparaison de modèles alternatifs (par exemple des modèles 

autorégressifs et moyenne  mobile  (ARMA), des réseaux de neurones artificiels (ANN) et des 
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machine s à vecteurs de support  pour régression  (SVR)); (2) l'amélioration des techniques 

d'agrégation des précipitations; (3) l'étude des limites inhérentes aux modèles SVR de prévision et 

(4) le développement d'un post -processeur non param®trique pour lõincertitude. Au-delà de 

l'élaboration de modèles de prévision déterministes avec des précisions prometteuses, même pour 

de longs délais (jusqu'à 60 jours à Victoria Falls), les recherches mené es ont notamment motivé une 

réévaluation des résultats antérieurs rapportés dans la littérature ont montré que les modèles SVR 

sont particulièrement dangereux lorsqu'ils sont utilisés à des fins de prévision de débits. Cette 

conclusion est fondée sur les p rincipes théoriques sous -jacents et facilement observables dans la 

pratique.  

Un post -processeur non param®trique pour lõincertitude a ®t® d®velopp®. La m®thodologie 

proposée est capable de générer efficacement des incertitudes autour des séries donnant un 

ensemble représentatif de cas historiques. Il s'agit d'une technique informelle qui, contrairement 

aux méthodes Bayésiennes (formelles), ne nécessite ni la définition de fonctions de vraisemblance, 

ni dõun mod¯le externe ç conceptuel  » du phénomène modélis ®. Dõune ex®cution tr¯s polyvalente 

et simple à mettre en place, il peut être facilement adapté pour incorporer de nouvelles 

informations. Le potentiel d'application de la méthodologie va bien au -delà des prévisions des 

débits et même de l'hydrologie.  

Lõoutil Soil and Water Assessment Tool  (SWAT) a été utilisé afin de préparer un modèle hydrologique 

continu du ZRB. Reconnaissant l'importance de l'étalonnage et des phases de validation, des 

investissements ont été faits sur le développement d'une interface d 'étalonnage flexible et 

efficace. En parallèle, une analyse de SWAT dans son application au ZRB a mis en évidence des 

insuffisances dans le code source qui doivent être prises en compte, en particulier dans les bassins 

versants avec des plans d'eau relativ ement étendus.  

Grace à des millions de simulatio ns, le calage  complet de modèles hydrologiques journaliers 

couvrant le bassin, du Haut -Zamb¯ze jusquõ¨ quelques kilom¯tres ¨ lõamont du Delta (Marromeu) 

a été réalisé ð vraisemblablement  ð pour la première fo is. L'hétérogénéité a démontré jouer un rôle 

notable dans l'hydrologie du bassin et il est recommand® que lõ®talonnage de futurs mod¯les 

prend en compte  la définition de paramètres régionaux. Parmi les quatre types d'étalonnage 

testés, les meilleurs résult ats ont été obtenus en utilisant une approche régionale -régularisée en 

raison de sa capacité pour simuler non seulement les contributions des sous -bassins le long du 

Zambèze, mais aussi de ses affluents.  

Les résultats les plus importants de la recherche, avec les donn®es originales et les travaux dõautres 

chercheurs du «  African Dams Project  » (ADAPT), ont été  transmis aux parties prenantes au travers 

dõune base de donn®es en ligne (http://zambezi.epfl.ch ), initialeme nt développée dans le champ 

d'application de cette thèse.  

 

Mots-clés : apprentissage automatique , calage , incertitude , interpolation de précipitations , 

machines à vecteurs de support , modélisation hydrologique , optimisation , Pattern -Oriented 

Memory, prévision des débits , réseaux de neurones artificiels , SWAT, TRMM, Zamb èze. 
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RESUMO 

A bacia do rio Zambeze (ZRB), em África, desenvolve -se sobre uma vasta superfície de 

1 370 000 km2. Em toda a sua grandeza, ela alberga aproximadamente 30 milhões de habitantes, 

inclui várias zonas de valor ecológico ímpar e tem um potencial hidroeléctrico estimado em 

13 000 MW, dos quais apenas 5  000 MW se encontram explorados. O rio Zambeze assume um 

papel central tanto na cultura como na economia locais. Com uma paisagem hetero génea e 

clima semiárido, a bacia enfrenta desafios significativos motivados pelo crescimento demográfico, 

o rápido desenvolvimento económico e alterações climáticas. No futuro, a pressão crescente 

sobre os recursos hídricos locais será inevitável.  

A modela ção hidrológica irá certamente servir de apoio a decisores de todos os níveis no seu 

esforço para enfrentar desafios vindouros. Embora, historicamente, a dimensão, a 

heterogeneidade, a situação política e a escassez de dados hidrológicos tenham limitado a 

abrangência e o sucesso dos modelos hidrológicos desenvolvidos para a bacia, tecnologias 

relativamente novas tais como a detecção remota por satélite ou a aprendizagem máquina 

constituem ferramentas cujo potencial poderá servir para ultrapassar tais limita ções.  

O presente trabalho foi encetado com o objectivo de produzir um modelo hidrológico da ZRB à 

escala diária e passível de ser utilizado na optimização e sincronização das operações de 

barragens, em avaliações de impactos ambientais e num vasto leque de  outros estudos 

relacionados com a vida selvagem, a química aquática, o transporte de sedimentos ou a gestão 

integrada de recursos hídricos.  

Por forma a cumprir os objectivos propostos, algumas limitações, principalmente associadas aos 

dados disponíveis, t eriam que ser estudadas antes da fase de modelação propriamente dita; o 

recurso a dados de satélite seria incontornável e o máximo proveito deveria ser retirado das séries 

de caudais observados disponíveis. Adicionalmente, cedo se verificou que não seria p ossível 

apontar um modelo ¼nico como a òmelhoró escolha para o conjunto de utiliza»es desejado e 

que grande ênfase teria que ser dada às etapas de calibração e validação.  

Procurando alargar o período analisado, o método de interpolação Pattern -Oriented Me mory  

(POM), orientado para a reprodução espacial de séries históricas de precipitação, foi introduzido. 

Com base em modelos de aprendizagem máquina, o POM demonstrou ser superior a métodos 

alternativos em situações de escassez de dados e na presença de var iabilidade elevada do 

campo espacial da precipitação. Na ZRB, os erros associados à interpolação POM são 

semelhantes aos apresentados pelas melhores estimativas de precipitação por satélite. Para além 

do referido, o POM tem vantagens adicionais: o seu dese mpenho melhora à medida que mais e 

melhores dados de satélite vão ficando disponíveis e os mapas interpolados podem ser 

directamente combinados com observações de satélite mais recentes para efeitos de 

modelação hidrológica, observando -se apenas efeitos mí nimos relacionados com a òaltera«o 

de suporteó. 
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A aplicação de modelos de aprendizagem máquina à previsão de caudais foi dividida em quatro 

frentes: a comparação de modelos alternativos (e.g. m odelo s auto -regressivo s de médias móveis  

(ARMA), redes neurona is artificiais (ANN) e máquinas de vectores de suporte para regressão 

(SVR)); o melhoramento de técnicas de agregação da precipitação; o estudo de limitações 

associadas com a utilização de SVR e o desenvolvimento de um pós -processador de incerteza 

não para métrico. Indo para além da preparação de modelos de previsão do caudal 

determinísticos com desempenhos promissores, mesmo para horizontes temporais alargados de 60 

dias nas cataratas Vitória, a investigação motiva a reavaliação da literatura publicada sobr e a 

utilização de modelos SVR quando utilizados para previsão de caudais, tendo evidenciado com 

base em princípios teóricos e demonstrado na prática perigos a eles associados.  

Um novo pós -processador de incerteza não paramétrico foi desenvolvido. A metodol ogia 

proposta é capaz de gerar distribuições de probabilidade correctas associadas a realizações de 

séries temporais com base num conjunto de observações passadas representativo. Trata -se de 

uma técnica informal que, ao contrário de técnicas Bayesianas (fo rmais), não requere a definição 

de fun»es de verosimilhana ou de um modelo òconceptualó do fen·meno subjacente. 

Evidenciando bons desempenhos, extremamente versátil e de simples utilização, a metodologia 

pode ser facilmente adaptada para incorporar nova informação. O seu potencial vai bem para 

além da previsão de caudais e mesmo do campo da hidrologia.  

O modelo hidrológico Soil and Water Assessment Tool  (SWAT) foi utilizado com vista à modelação 

da totalidade da ZRB. Reconhecendo a importância das etapas de calibração e validação, 

investiu -se no desenvolvimento de uma interface de calibração flexível e computacionalmente 

eficiente. Em paralelo, uma análise do SWAT na sua aplicação à bacia evidenciou algumas falhas 

no código -fonte que deveriam ser tidas em conta, particularmente em bacias em que grandes 

corpos de água estejam presentes.  

Apoiada em milhões de simulações, a calibração de modelos hidrológicos da bacia à escala 

diária, desde o Alto Zambeze praticamente até ao Delta (Marromeu), foi realizada ð crê-se ð pela 

primeira vez. Revelou -se que a heterogeneidade desempenha um papel importante na hidrologia 

local e recomenda -se que a calibração de modelos futuros possibilite a definição regional de 

parâmetros. Entre os quatro esquemas de calibração testados , os melhores resultados foram 

obtidos utilizando uma metodologia regional -regularizada devido à sua capacidade de simular, 

não só contribuições ao longo do trecho principal do Zambeze, como ao nível dos principais 

tributários.  

Os resultados mais important es decorrentes da presente investigação, assim como os dados de 

base e trabalhos de outros investigadores do African Dams Project  (ADAPT), foram  transmitidos a 

partes interessadas através da base de dados online  do ADAPT (http://zambezi.epfl.ch ), um 

projecto inicialmente desenvolvido no âmbito da presente tese cujo desenvolvimento irá 

continuar no âmbito de um novo projecto de investigação.  

 

Palavras -chave : aprendizagem máquina, calibração, incerteza, interpolação da precipitação, 

máquinas de vectores de suporte, modelação hidrológica, optimização, Pattern -Oriented 

Memory, previsão  de caudal , redes neuronais artificiais, SWAT, TRMM, Zambeze.  
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channel.  
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Ĕy    Estimated value.  

Ĕy    Estimated series . 

obs
y    Vector of point observations in the same time frame and in the vicinity  

of the point of interest (regressors for the POM interpolation).  
sat

py    Series of satellite observations at point p . 

z  [m]   Depth within the soil profile.  
impz  [m]   Depth of the first impervious layer in the ground profile.  

lower

iz  [m]   Lower limiting depth of the i th soil layer.  

upper

iz  [m]   Upper limiting depth of the i th soil layer.  
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Symbol  Units  Description  

A  [m 2]   Main channelõs inundated area. 
rsv

tA  [m 2]   Reservoirõs surface area at day t . 

sbA  [km 2]  Area of the subbasin.  

B    Delay operator used in ARMA models.  

B    Matrix of biases in a MLP.  

C    Capacity hyperparameter for SVM, SVR, LS -SVM, and LS-SVR models. 

CN  [-]  SCSõs curve number. 

kCN  [-]  SCSõs curve number corresponding to antecedent conditions of class 

k . 

E  [mmāday-1]  Real evapotranspiration . 
*E  [mmāday

-1]  Remaining evaporative water demand (after 
canE  is deduced).  

0E  [mmāday-1]  Potential evapotranspiration . 

canE  [mmāday
-1]  Contribution from canopy interception to evapotranspiration.  

rchE  [m 3·day -1]  Evaporation losses from the main channel.  

( )n,length
D    Observed  seriesõ length in the scope of the calibration interface. 

( )n,magnitude
D    Observed  seriesõ average value in the scope of the calibration 

interface.  
revapE  [mmāday

-1]  Real upflow from the shallow aquifer.  

,revap maxE  [mmāday
-1]  Water reaching unsaturated layers upwards from the shallow aquifer 

through capillarity and evaporation.  
rsv

tE  [m 3]   Evaporation from the reservoir at day t . 

soilE  [mmāday
-1]  Soil and snow evaporation/sublimation.  

soil

iE  [mmāday
-1]  Real evaporation from the i th layer of soil . 

*
i

soilE  [mmāday-1]  Estimate of the evaporation from the i th layer of soil conditioned on 

the layerõs actual water content. 
**soil

iE  [mmāday
-1]  Uncorrected estimate of the evaporation from the i th layer of soil.  

,soil potE  [mmāday
-1]  Potential evaporation from the soil.  

,soil adjE  [mmāday
-1]  Evaporation from the soil adjusted for plant water use.  

tE  [mm]   Evapotranspiration during day . 

traE  [mmāday
-1]  Plant transpiration.  

,tra potE  [mmāday
-1]  Maximum transpiration on a given  day . 

F    Matrix containing realizations of f  for all patterns used for RBFN 

training.  
rsv

tH  [m 3]   Other abstractions (adding to regular outflows) from the reservoir 

during day . 
*rsv

tH  [m 3]   Desired abstractions (adding to regular outflows) from the reservoir 

during day . 

aI  [mm]   Initial abstractions (SCS curve number approach).  

K    Kernel function in SVR and LS-SVR models. 

t

t

t
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rchK  [mm·hr -1]  Hydraulic conductivity of the channel alluvium.  

rsvK  [mm·hr -1]  Hydraulic conductivity of the bottom of the reservoir.  

sat

iK  [mm/hr]   Hydraulic conductivity for soil layer i . 

LAI  [m 2/m 2]   Leaf area index.  

rchL  [km]   Length of the main reach within a given subbasin.  

hillL  [m]   HRU hillslope length.  

ovL  [m]   Subbasin slope length.  

sbL  [km]   Channel length from the most distant point of the subbasin to the 

outlet.  

trL  [km]   Length of the longest tributary within a subbasin.  

layersN  [-]  Total number of soil layers.  

O    Seasonal trend parameter in SARMA and SARIMA models.  

P  [mm]   Precipitation de pth (SCS curve number approach). See alternative 

use below.  

P    Seasonal autoregressive paramet er in SARMA and SARIMA models. 

See alternative use above.  

rchP  [m]   Main channelõs wetted perimeter. 

rsv

tP  [m 3]  Direct precipitation on the reservoir during day t . 

tP  [mm]   Precipitation during day . 

Q    Seasonal moving -average parameter in SARMA and SARIMA models.  

,bank inQ  [m 3·day -1]  Part of the of the main channelõs infiltration that contributes to the 

river banks.  
,bank revapQ  [m 3·day -1]  Amount of water flowing upwards from bank storage through 

òrevapó. 
,bank returnQ  [m 3·day -1]  Return flow from the main channelõs bank storage. 

, ,bank revap maxQ  [m 3·day -1]  Potential òrevapó from bank storage. 

genQ  [mm]   Generated runoff (SCS curve number approach).  

gw

tQ  [mm]   Base flow during day t . 

inQ  [m 3·s-1]  Average inflows to the main channel.  

latQ  [mm]   HRUõs lateral flow reaching the river network. 

*latQ  [mm]   Generated lateral flow movement.  

*lat

iQ  [mm]   Generated lateral flow movement for soil layer i . 

lostQ  [m 3·day -1]  Loss rate from the main channel due to infiltration.  

perc

iQ  [mm]   Water percolating downwards from soil layer i . 

rchrg

tQ  [mm]   Combined recharge to shallow and deep aquifers at day t . 

,rchrg deepQ  [mm/day]   Recharge of the deep aquifer.  

,rchrg shQ  [mm/day]   Recharge of the shallow aquifer.  

seep

tQ  [mm]   Percolation flow exiting the soil profile bottom during day t . 

1

stor

tQ-  [mm]   Accumulated runoff in transit from day 1t- . 

,

1

stor lat

tQ-  [mm]   Amount of lateral water in transit at the end of day 1t- . 

surf

tQ  [mm]   Surface runoff during day t . 

tQ    Observed discharge at time step t . 

Ĕ
tQ    Estimated discharge at time step t . 

R  [MJām-

1āday -1] 

 Extraterrestrial radiation.  

rchR  [m]   Main channelõs hydraulic radius. 

S  [mm]   Retention parameter (SCS curve number approach).  

t
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1S  [mm]   Retention parameter value for antecedent dry conditions  (SCS curve 

number approach).  
cS  [mm]   Retention parameter corrected for water content . 

kS  [mm]   Retention parameter corresponding to antecedent conditions of a 

class k  (SCS curve number approach).  

tSW [mm]   Soil water content at day t . 

awcSW  [mm]   Soil available water capacity.  

exc

iSW  [mm]   Soil water contents available for percolation at layer i . 

fcSW  [mm]   Soil water content at field capacity.  

satSW  [mm]   Soil water content at saturation.  

wpSW  [mm]   Soil water content at the wilting point.  

T  [mmāday-1]  Real transpiration.  

T  [°C]   Average daily temperature . 

maxT  [°C]   Maximum daily air temperature.  
minT  [°C]   Minimum daily air temperature.  

1V  [m 3]   Initial volume stored in the main reach on a given day.  

in

tV  [m 3]   Volume entering the reservoir at day t . 

bankV  [m 3]   Volume of the main channelõs bank storage. 

outV  [m 3]   Bulk volume of water leaving the main reach.  

1

outV  [m 3]   Volume leaving the main reach at the beginning of a given day.  

2

outV  [m 3]   Volume leaving the main reach at the end of a given day.  

out

tV  [m 3]   Volume being released from the reservoir at day . 

,out dsV  [m 3]   Volume flowing downstream from the main channel at each 

subbasin.  
*out

tV  [m 3]   Revised  reservoir outflow estimates at day . 

**out

tV  [m 3]   Preliminary  reservoir outflow estimates at day . 

,out lower

tV  [m 3]   
Lower flow component used in the computation of . 

,out min

tV  [m 3·s-1]  User-specified monthly minimum reservoir outflow at day . 

,out upper

tV  [m 3]   
Upper flow component used in the computation of . 

rsv

tV  [m 3]   Volume held in the reservoir at the end of day . 

,rsv av

tV  [m 3]   Water available in the reservoir, before the computation of 

discharges other human abstractions, at the end of day . 
, *rsv av

tV  [m 3]   Corrected available volume in a controlled reservoir.  

seep

tV  [m 3]   Volume lost from the reservoir through seepage during day . 

,sub rchV  [m 3]   Streamflow volume after transmission losses (subbasin process).  

, *sub rchV  [m 3]   Streamflow volume before transmission losses (subbasin process).  

, ,sub rch thrV  [m 3]   Threshold value intervening in transmission losses computation 

(subbasin process).  
target

tV  [m 3]   User-defined reservoir monthly volume target.  

W    Matrix of connection weights in a MLP / matrix of linear regression 

coefficients in a RBFN.  
int

tW  [mm]   Volume of intercepted water at day t . 

shW  [mm]   Water contents of the shallow aquifer.  

, ,sh revap thrW  [mm]   Threshold minimum water content in the shallow aquifer for òrevapó 

to occur.  
,sh thrW  [mm]   Threshold minimum water content in the shallow aquifer for 

groundwater flow to occur.  

t

t

t

*out

tV

t

*out

tV

t

t

t
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sat

Y    Matrix containing series of satellite estimates over the gauged points 

in the vicinity  of the point of interest for POM interpolation.  

X    Matrix representing input data series. 

()Z Ö   True random field in the scope of Kriging.  

()ĔZ Ö   Estimated random field in the scope of Kriging . 

 

Lower case Greek letters  

Symbol  Units  Description  
banka  [days]   Bank flow recession constant.  

gwa  [days]   Baseflow recession constant.  

rsva  [m·s-1]  Upper flow coefficient used in the computation of wetland and lake 

outflows.  

tca  [-]  Fraction of daily rainfall that occurs during the subbasinõs time of 

concentration.  
b   Free parameter of the IDW model.  

deepb  [-]  Aquifer percolation coefficient . 

rsvb  [-]  Upper flow exponent used in the computation of wetland and lake 

outflows.  
revb  [-]  òRevapó coefficient that defines 

,revap maxE  as a fraction of 
0E . 

revapb  [-]  òRevapó coefficient for bank storage. 

c   Contribution of each observation to the fading -memoryõs filter 

estimate.  

d   Power i n the flow -contributing area relation.  

gwd  [days]   Ground water delay time.  

targetd  [days]   Parameter affecting the reaction time of controlled reservoirs when 

attempting to meet monthly targets.  
e   Half -width of a band in which errors are neglected.  

()fÖ   Function that spans the feature space (SVR and LS -SVR models). 

drain

if  [-]  Drainable porosity of soil layer i . 

g   Variable characterizing the RBF width.  
h [m/m]   Evaporation coefficient at the reservoir.  

l [MJākg-1]  Latent heat of vaporization . 

br  [g·cm 3]  Soil bulk density.  

s   1g. Variable characterizing the RBF width.  

ɗ    Vector of model parameters.  
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Upper case Greek letters  

Symbol  Units  Description  

max
QD    Range of observed discharges within a given time series.  

ū   Matrix representing model structure.  

   Domain of possible parameter sets.  

P    Number of years with valid peaks for the computation of the peak 

ratio error measure.  

Q



List of symbols 

xxxix 

 

Symbol  Units  Description  

W   Seasonal operator in SARMA and SARIMA models related to the 

autoregressive components.  

X   Aggregated fitness value within the calibration interface.  

Y   Seasonal operator in SARMA and SARIMA models related to the 

moving -average components.  

Z   White noise process.  

 

 





Chapter 1 

1 

1 INTRODUCTION 

1.1 Background  
It is only fair that the first words of the body of the manuscript acknowledge the Portuguese 

Fundação para a Ciência e a T ecnologia  (Foundation for Science and Technology) and the École 

Polytechnique Fédérale de Lausanne  (Swiss Federal Institute of Technology Lausanne , EPFL) for 

providing the lionõs share of the funding and resources that made this research possible.  

The research was hosted at  the Centro de Estudos de Hidrossistemas  (Centre for Hydrosystems 

Research , CEHIDRO) of Instituto Superior Técnico  (IST), affiliated to the University of Lisbon (ULisboa), 

and the  Laboratoire de Constructions Hydraulique s (Hydraulic Constructions Laboratory , LCH) of 

EPFL. Although a mostly individual endeavor, the work here in presented is also a product of the 

unique combination of skills and resources achieved by the establishment of the IST -EPFL joint 

doctoral initiativ e, of which it makes part.  

The African Dams Project (ADAPT) was a multidisciplinary project set on enhancing the scientific 

basis for integrated water resources management in the Zambezi River basin  (ZRB) (Mertens 2013 ). 

Financed by the Swiss Competence Center Environment and Sustainability  (CCES), ADAPT covered 

topics as diverse as ecology, economics, biogeochemistry, hydrology and governance.  The 

present work is closely related to the activities developed under ADAPT and attempted to take 

advantage of synergies with the project, resulting that  although it was not directly funded by 

ADAPT, it greatly benefite d from its  financial,  material  and , most importantly,  human  resources . 

Finally, the development of the work profited from some synergies with Th®odora Cohen Liechtiõs 

Ph.D. research, entitled òInfluence of dam o peration on water resources management under 

different scenarios in the Zambezi River Basin considering environmental objectives and 

hydropower ó (Cohen Liechti 2013 ), which was also developed at the LCH. 

1.2 Motivation and objectives  
Africa is a truly bewildering Continent. Full of potential, teeming with life,  it has for some time  hinged 

between explosive, all -promising development and economic, political, and humanitarian disaster . 

As this text is written, investment surges and it seems clear that the Continent is on the right path.  

Sadly, even on the right path, populations in this part of the World endure difficulties downright 

inconce ivable by European  standards  and  which is crucial to relieve . Given such a background, 

research that can  contribute to alleviate the situation , whether directly or not,  is particularly 

worthwhile pursuing.  

Making for  more pragmatic motivation for research related to Africa are  the still too long list s of 

infrastructure and capacitation needs.  In both fields  research is needed , either  to improve 
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efficiency, enhance effectiveness, better  evaluate environmental impacts  and rally public 

awareness, or to create,  foster and enlarge local scientific communities . 

From a foreignerõs point of view some of Southern Africa can appear deeply anachronistic, with 

GSM1 technology, cutting -edge cellphones, dirt roads, and slums appearing more often than not 

combined. From a researcherõs perspective, such an environment requires adaptation and 

provides unique challenges and opportunities. With so  much to be done,  one might be led to 

believe it is easy to make a difference  ð it is not. Tales of efforts whose fruits have never b een 

reaped abound and objectives should be defined with this in mind.  

Africa  is still to face remarkable and new challenges in the future. They are related to population 

growth, unprecedented migration towards urban centers, higher pressure on natural reso urces, 

and climate change. Water resources, in particular, are regarded has a pivotal issue in the stability 

of the region.  

The Zambezi River and its main tributaries jointly cross several countries and are the basis for 

ecological, social and economic sy stems of great value. Notwithstanding, with few improvements 

in the management of water resources over the last decades (The World Bank 2010 ), the Zambezi 

River Basin (ZRB) still lacks an integrated water resources policy.  

The present research focuses on the hydrology of the ZRB, where the riparian countries depend 

strongly on the river and main tributaries  and, consequently, water resources issues have profound 

economic, ecological, social and political impacts . 

The ultimate aim  of the research was to prepare a hydraulic -hydrological model of the ZRB at a 

daily time scale with potential to be applied in parallel and subsequent researches being 

developed under ADAPT and directly by stakeholders, envisaging future use in dam operat ion 

optimization and synchronization, environmental impact assessments, evaluation of future 

scenarios (predicting responses to climate change and increased demands) and a broad range of 

other studies related to themes such as wildlife, water chemistry, se diment transport, and 

integrated water management. Being these very general aims, it became apparent to the author 

a t an early stage that:  

¶ constraining issues, mostly related to input data, would have to be addressed bef ore the 

actual modeling stages;  

¶ no single model could be a òbestó choice for such a wide array of uses; 

¶ a large emphasis would have to be placed on model calibration and validation ; and  

¶ in order to engage stakeholders ð responsible for providing data and general knowledge 

about the basin ð the research should produce appealing results.  

Besides other features, better discussed in Chapter 2, one of the main characteristics of the ZRB is 

hydrological dat a scarcity. As will be described in Chapter 3, past modeling attempts often 

downplayed the importance of calibration and validation ; partly, it is believe d , due to  the difficult 

access to information. One of the ob jectives of the research was, therefore, to study how to best 

overcome or alleviate  such a constraint, either through the use of appropriate remote sensing 

alternatives or by developing new data processing  strategies.  

It was recognized  that no hydrological model could perform adequately tasks as diverse as 

streamflow  forecasting and environmental impact assessments . Having in mind the limited access 

to data and knowledge about the basinõs hydrology, it was decided that the development of a 

traditional physically based semi -distributed hydrologic model should be complemented with more 

flexible machine learning tools. In fact, while the former should be capable of providing insights 

about the basinõs behavior, return results at several points of interest and be fit for simulating 

alternative future scenarios, the latter have the potential to perform better at determinate 

                                                           
1 Global System for Mobile Communications  
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locations and the advantage of requiring much less resources to set up, calibrate, validate , 

operate and maintain.  

Another goal was to endeavor, likely for the first time, the calibration and validation of a basin -wide 

daily model from the upper catchment down to the delta.  In order to achieve this, several òlesseró 

objectives were addressed, su ch as the development of a calibration strategy capable of coping 

with multi -site performance evaluation and parameter heterogeneity, maximizing the 

computational performance of the model, and preparing it to simulate features and processes 

that, while not  particular to the ZRB, have there an unusual  weight (e.g. relatively large wetlands 

and large reservoirs).  

Finally, acknowledging the importance of organizing findings and publishing results, an online 

platform for data storage and sharing was developed. This platform, which can be visited at 

http://zambezi.epfl.ch , is likely to harbor real -time streamflow  forecasts based on the findings of this 

and other ADAPT researches, as well as  to  enable the online modification and operation of the 

developed hydrological models  in the near future . Going further than the present research, this 

effort was supported by the ADAPT project and plans are in place to boost  its development and 

expansion.  

1.3 General description of and s tructure  of the document  
By virtue of  the broad -scope d objectives the research set out to attain, the contents o f the 

document cover a wide range of subjects, going from the choice and pre -processing of 

appropriate remote sensing datasets to the development of an efficient calibration strategy for a 

basin -wide hydrological model ; passing  still in between by advances  in machine learning 

streamflow  forecasting tools.  

Due to  the  vast size of the ZRB and the little existing knowledge about its hydrolo gy ð particularly at 

smaller scales ð modeling was more often interpreted from  a mathematical point of view  than from  

a process -focused perspective . In practice, this led  to a document that mostly drifts away from the 

description and exploration of physica l hydrological  processes. Albeit an arguable choice, this was 

the only way of keeping the research tractable and goal oriented. Indeed, it is believed that by 

placing too much emphasis on physical processes, the sheer scale of the problem, combined with 

the insurmountable  lack of detailed data, would unavoidably lead to an undesired detachment 

between theory and practical results.  

The statement of goals having been made and being given the justification for the nature of the 

developed research, the document  is structured as follows:  

¶ Chapter 2 provides details about the ZRB, including a physical description  of its main 

subbasins and main features. Challenges and opport unities related to water resources 

where hydrological modeling is likely to play a pivotal role are also briefly laid  out.  

¶ Chapter 3 is devoted to literature review and focuses on four main themes: past 

hydrological modeling efforts on the ZRB; the Soil and Water Assessment Tool (SWAT ð the 

chosen classic hydrological modeling tool); calibration and validation of hydrological 

models; a nd machine learning algorithms for regression.  

¶ Chapter 4 provides a thorough  introduction to data sources, with emphasis on Digital 

Elevation Models  (DEM) and satel lite rainfall estimates.  The diversity among datasets, as 

well as their applicability to the ZRB is discussed.  

¶ Chapter 5 describes  a novel rainfall interpolation me thodology, named Pattern -Oriented 

Memory (POM), which makes use of modern satellite rainfall estimates in order to 

interpolate historical  rainfall areal maps, a crucial step in order to make the best use of the 

discharge series available for the calibratio n of the hydrological models.  

¶ Chapter 6 focuses on the application of data -driven machine learning models for daily 

streamflow  forecast. The chapter covers three r elated, but distinct topics. Firstly, different 

data -driven models are compared for several forecast lead times and input sets. In order 

http://zambezi.epfl.ch/


 

4 

to convey rainfall information to the models, a novel approach to pre -process areal rainfall 

maps is introduced. Second ly, behaviors specifically associated to support vector 

regression models are shown to potentially lead to  a  substantial underestimation of 

extreme discharges. Finally, a new , flexible  approach to  produce empiric probabilistic 

forecast ensembles is develop ed.  

¶ In Chapter 7 the preparation of the SWAT hydrological model of the ZRB, as well as 

changes made to its source code are discussed. Additionally, the develop ment  of the 

model calibration framework is described.  

¶ Chapter 8 returns to the POM interpolation methodology by exploring one of its 

advantages beyond the good comparative performance with state -of -the -art techniques. 

In this chapter it is shown that mode ls calibrated directly with satellite rainfall estimates can 

assimilate POM interpolated rainfall maps seamlessly or, at least, much better than maps 

interpolated resorting to other techniques  such as Kriging.  

¶ Chapter 9 dwells  on the calibration of basin -wide daily SWAT models. Limitations of global  

calibration approaches are discussed, a cascading single -objective calibration process  is 

analyzed, and multi -objectiv e global and regional calibration schemes are introduced 

and debated. Issues such as model detail vs. computation time trade -off and the influence 

of the number of free model parameters on training  performance and reliability are also 

focused.  

¶ Finally, c on clusions and prospect s for future work  are summarized  in Chapter  10. 

Appendix I contains information supporting the main text. Not comprising scientific work per se , put 

also a relevant part of this thesisõ accomplishments, Appendix II is dedicated to a brief description 

of the ADAPT online database for data sharing and publication of results.  
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2 CASE STUDY 

2.1 The Zambezi River basin  
The ZRB is located in Southern Africa, being bounded by the 20°30'S and 9°S latitudes and 18°20'E 

and 36°25'E longitudes 1. The Zambezi River, stretching over nearly 2  600 km, is the fourth longest river 

in Africa, after  the Nile, the Congo and the Niger.  The basin covers approximately 1  370 000 km2 

(The World Bank 2010 ), which is roughly the equivalent of 15 times the area of Portugal, 3 0 times the 

area of Switzerland, or 30% of the area of the 28 member statesõ European Union. It is home to 

approximately 30 million inhabitants (The World Bank 2010 ) and its area is shared among 9 riparian 

countries: Angola (18.3%), Botswana (1.2%), Democratic Republic of the Congo (0.1%), Malawi 

(8.3%), Mozambique (11.8%), Namibia (1.2%), United Republic of Tanzania (2.0%), Zambia (41.7%) 

and Zimbabwe (15.5%) 2. The basin is positioned in Figure 2.1. 

 

Figure 2.1. Location of the Zambezi River basin.  

The ZRB encompasses humid, semi -arid and arid regions dominated by seasonal rainfall patterns 

associated with the Inter -Tropical Convergence Zone.  The dominant rainfalls over the basin  occur 

                                                           
1 In the remainder of the text and contained figures  coordinates are referenced in the WGS84 datum.  
2 Other area distributions have been estimated. An example is Angola (18.3%), Botswana (2.8%), Democratic 

Republic of the Congo (negligible), Malawi (7.7%), Mozambique (11.4%), Namibia (1.2%), Tanzania (2.0%), 

Zambia (40.7%) and Zimbabwe (15.9%) (Vörösmarty and Moore 1991 ). 
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during the Southern hemisphere summer (from October to April) and the winter months are 

generally  dry (Cohen Liechti 2013 ). 

Three distinct seasons can be identified in the Zambezi. A cold dry season with temperatures from 

15 to 27°C lasts from May to September. From October to November a dry hot season where 

temperatures reach up to 32°C can be identified. Finally, a hot rainy season from December to 

April is characterized by high temp erature and high humidity (Meier 2012 ). 

The average yearly rainfall over the basin displays a high  spatial  variability and is of about 

1000 mm/yr, being the potential evapo transpiration close to 2000  mm/yr (Meier 2012 , Cohen 

Liechti 2013 ). The hydrology is not uniform, generally  prone to  high er rainfall  rates  in the north ern 

regions.  In some areas such of the Upper Zambezi and the Malawi Lake (see Section 2.2 for their 

location) rainfall can amount to  as much as 1400  mm/yr, while in the southern part of Zimbabwe it 

can be as little as 500  mm/yr (The World Bank 2010 ). 

Climate variati ons are particularly strong in the basin, although difficult to assess.  An extensive 

analysis of Southern African climate by Tyson et al.  (2002) revealed variability patterns with main 

components of 80 and 18 years (Cohen Liechti 2013 ). 

The runoff is also affected by long cycles which have been reported to depend mainly on the 

rainfall cy cles (Cohen Liechti 2013 ). Referring to the period from 1924 to 2004 , Mazvimavi and Wolski 

(2006) estimated the period of the main runoff cycle to be of 40 years. Values for the mean annual 

discharge at the Delta vary appreciably. Examples are The World Bank (2010), which gives a 

precise figure of 4134 m 3/s, Tilmant et al. (2010), which point  towards 3800 m 3/s, and Matondo and 

Mortensen (1998), that estimate 3251 m 3/s. 

The river and its main tributaries are vital to the riparian populations from cultural and economic 

standpoints. They are sources of hydropower, havens of ecological diversity and essential for the 

regionõs food security. The ZRB is rich in natural resources. The main economic activities are fisheries, 

mining, agriculture, tourism, and manufacturing (The World Bank 2010 ).  

The ZRB is one of the most valuable natural resources in Africa. However, it is also one of Africaõs 

most heavily dammed river systems. Dam -induced ecological changes have already had 

consequences on wildlife and ecosystem -based liv elihood of downstream residents  (Meie r 2012). 

The largest consumptive water user besides dams (evaporation through impoundment, approx. 13 

km3/yr ) is irrigated agriculture (approx. 2 km3/yr ). Domestic water use amounts to approx. 1 km3/yr 

and industrial water to about  0.2 km3/yr . In total,  consumptive water use is presently around 15 -20% 

of total annual runoff (Beck 2010 ). 

In the second half of the 20 th century the political situation within the basin became highly unstable. 

Zambia and Malawi gained th eir independence from the British Empire in 1964. Following 

independence, both countries instated single -party systems which ruled until the 1990õs. Zimbabwe 

declared its own independence in 1965 under a white minority rule. Independence however, was 

not t o be granted until 1980, being Zimbabwe targeted by international sanctions in the midterm. In 

parallel, guerilla actions against the white minority rule were conducted eventually escalating into 

a civil war, between 1964 and 1979, until an agreement leadi ng to majority rule was achieved. 

From 1982 to 1985 internal opposition led to further conflicts. In Angola, guerilla actions t owards 

independence from Portugal  started in 1961. Shortly after independence, in 1975, civil war broke 

out, ravaging the country  from 1976 to 2002. Mozambique followed an identical path. Armed 

action against the Portuguese started in 1964, lasting until the independence, granted also in 1975. 

The political instability that followed degenerated  into a civil war which took place from  1977 to 

1992. 
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2.2 Physical description of the Zambezi River  basin  

2.2.1 Overview  

A brief climatologic al , hydrologic al , economic  and political introduction to the ZRB has already 

been made in Section 2.1. Here, a description of its main physical features is made.  

As illustrated in Figure 2.2 the ZRB can b e split into three main regions:  the Upper Zambezi, the 

Middle Zambezi , and the Low Zambezi . Additionally, there are 13 main  subbasins identified in Figure 

2.3. 

 

Figure 2.2. Main regions and features of the ZRB . 

The Upper Zambezi is marked by steep slopes  in the northern area  and , going south , large wetland s 

such as the Barotse Plains. A dis tinctive feature of this part of the basin is also the Chobe -Zambezi 

confluence, where water  can flow  both ways depending on water levels.  

The Middle Zambezi develops between the World -renowned  Victoria Falls and the Cahora Bassa 

reservoir. To major affluents of the Zambezi (the Kafue and Luangwa rivers) join the main reach in 

this area. The Kariba dam and the Kafue hydropower system (Itezhi -Tezhi and Kafue Gorge dams), 

as well as the Kafue Flat s, are its most noticeable features.  

Finally, the Lower Zambezi is dominated by the Malawi Lake and the Cahora Bassa dam. In the 

lowlands near  the outlet into the Indian Ocean, the Marromeu Complex wetlands and the Delta  

can be found .  

The approximate areas and mean annual rainfall over the ZRBõs 13 main subbasins of Figure 2.3 are 

shown in Table 2.1 and Table 2.2. 

2.2.2 Main subbasins  

Following, a brief description of the main subbasins is presented. In Appendix I.A detailed maps of 

the different subbasins along with the identification of their most relevant features are presented.  

Upper Zambezi, Lungue Bungo and Kabompo  

The Upper Zambezi, Lungue Bungo and Kabompo subbasins are the most upstream catchments of 

the ZRB. Due to high rainfalls , a great share of the Zambeziõs runoff is generated in this area. With no 

major impoundments or wetland areas, streamflows are mostly unregu lated. Two main discharge 
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gauging stations could be identified: Chavuma falls, in the Upper Zambezi ( Figure 2.4) and Watopa 

Pontoon, in the Kabompo.  

 

 

Figure 2.3. Elevation and main  subbasins of the ZRB.  

 

Table 2.1. Approximate area s of the Zambeziõs 

main  subb asins. 

Table 2.2. Estimated mean annual rainfall over 

the Zambeziõs main  subbasins (The World Bank 

2010). 

  
 

Barotse and Luanginga  

Moving downstream, the Zambezi passes through the Barotse subbasin and receives contributions 

from the Luanginga  River. Here, the characteristics of the main reaches are substantially different 

due to the presence of large wetlands (the most notable  being the Barotse Plains and the 

Chobe/Zambezi confluenc e). The main discharge gauging stations assessed for the region were 

Lukulu, immediately upstream of the Barotse Plains, Kalabo, near the outlet of the Luanginga River, 

Senanga, close to the outlet of the Plains, and Sesheke, between the Plains and the 

Cho be/Zambezi confluence.  

Subbasin Area [km2]

Barotse 116 000            

Cuando / Chobe 155 000            

Kabompo 72 000               

Kafue 155 000            

Kariba 165 000            

Luanginga 33 000               

Luangwa 153 000            

Lungue Bungo 47 000               

Mupata 25 000               

Shire River 169 000            

Tete 204 000            

Upper Zambezi 94 000               

Zambezi Delta 12 000               

Subbasin
Mean annual 

rainfall [mm]

Barotse 820                         

Cuando / Chobe 800                         

Kabompo 1 220                      

Kafue 1 040                      

Kariba 700                         

Luanginga 960                         

Luangwa 1 020                      

Lungue Bungo 1 100                      

Mupata 820                         

Shire River 1 120                      

Tete 880                         

Upper Zambezi 1 220                      

Zambezi Delta 1 060                      
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Figure 2.4. Chavuma Falls ( Arthur Taute , from Panoramio: 

http://www.panoramio.com/photo/53299941 ). 

Cuando/Chobe  

The Chobe (also named Cuando or Kwando) is a very particular subbasin. Despite its large area, its 

contribution to the Zambezi is negative on average  and highly dependent  on water levels  

(Matondo and Mortensen 1998 , The World Bank 2010 ). This happens due to the lo w slopes of t he 

main stem of the Chobe River, which make most of its flow disperse into an inland delta. The delta  

itself is only  linked to the Zambezi trough a narrow strip with  another sizeable wetland at the 

confluence . 

Kariba  and Mupata  

The Kariba and Mupata subbasins are mostly dominated by the Kariba reservoir ð the largest in the 

World by volume ð which heavily  regulates the flows from upstream. The Kariba subbasin also marks 

the transition into the Middle Zambezi at Victoria Falls ( Figure 2.5).  

Most of the Zimbabwean share of the ZRB lies s outh of the Kariba reservoir. Although  average 

annual rainfall is relatively low in the region, the diffic ult access to discharge series and the 

presence of numerous  small impoundments  renders the evaluation of actual runoff extremely 

difficult.  

The Mupata subbasin, where the Kafue and Zambezi rivers meet, is largely ungauged area of 

reduce d slopes where the r iver branches and widens.  

 

Figure 2.5. Vict oria Falls (on the background) . 

http://www.panoramio.com/photo/53299941
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Kafue  

The Kafue subbasin, in Zambia, is perhaps the most well -known  part of the ZRB due to a large 

hydropower scheme and the Kafue Flats ecosystem. The Kafue river basin roughly divides into two 

major sections: the headwaters upstream of the Itezhi -Tezhi reservoir and the lower Kafue basin 

downstream of Itezhi -Tezhi. While at  its headwaters the flow is still mostly unregulated, in the lower 

basin the hydrology is strongly influenced by the Itezhi -Tezhi and Kafue Gorge dams (Meier 2012 ). 

The hydrological processes in the Kafue Basin are particularly complex with t he influence of 

massive floodplains (the Lukanga and the Kafue flats) and the aforementioned dams (Cohen 

Liechti 2013 ). The subbasi n is relatively well monitored, with long discharge series at key locations 

such as the Kafue Hook Bridge , upstream of the Itezhi -Tezhi reservoir. 

Luangwa  

The Luangwa River flows into the Zambezi just upstream of the Cahora Bassa reservoir. Its subbasin 

presents a relevant hydrologic modeling challenge due to being mostly ungauged 3, having a small 

storage volume and displaying quick response times to rainfall events (Meier et al. 2011 ). Despite 

having a limited contribution to the Zambeziõs average discharge (about 500 m3/s (The World Bank 

2010)), its quick hydrological response often leads to  relevant  high peak s. Consequently, the 

subbasin is of crucial importance to the operation of the Cahora Bassa dam.  

Shire River 

The Shire Riverõs subbasin is marked by its most prominent  feature: the Malawi Lake. Despite a high 

average annual rainf all in the subbasin, the Shire River contributes only with a relatively small flow to 

the Zambezi River. This is mainly due to the large lakeõs surface, where great water losses through  

evaporation take place (averaging almost 290 m 3/s according to The Wor ld Bank (2010)). 

Several gauging stations along the Shire exist, although the effects of mobile beds and backwater 

curves are  hard to assess.  

Tete and Zambezi Delta  

The Tete subbasin, including the Cahora Bassa dam and reservoir, witnesses the fast descent of the 

river to low altitude  and mostly flat regions. Discharges within the main reach of the Zambezi are 

hard to assess downstream of the dam due to mobile river beds and increased branching as the 

river approaches the Ocean ( Figure 2.6). 

 

Figure 2.6. Zambezi River near Tete (photo by Théodora Cohen Liechti).  

2.2.3 Main dams  

The main dams within the ZRB are briefly described below. In Table 2.3 their key  characteristics are 

presented and, in Appendix I.B, their height -volume, volume -surface, and maximum discharge 

curves are presented.  

                                                           
3 Records of two discharge gauging stations were used in this work. Notwithstanding, recent r ecords are scares, 

conditioning most validation efforts.  
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Table 2.3. Characteristics of th e main dams within the ZRB and associate d reservoirs. Adapted from 

Cohen Liechti (2013). 

 

Kariba  

The Kariba dam was completed in  1959. With a storage capacity of 180  km3 (of which about 

65 km3 are active storage) and having a surface area of approximately 5500  km2, it is among  the 

great artificial reservoirs in the World , being  the largest one by volume  (Figure 2.7). The dam is 

managed by the Zambezi River Authority (ZRA) a binational company owned by the states of 

Zambia and Zimbabwe.  

 
Figure 2.7. Kariba dam and reservoir (left photo  by Sean Ross, from Panoramio: 

http://www.panoramio.com/photo/65334783 ; right image from Google Earth ð approx. 210 km 

across).  

The mean annual runoff in the section of the dam is of about  1300 m3/s (Meier 2012 ). The dam has 

a considerable installed capacity of 14 50 MW, which  equates to a discharge of 1800  m3/s. Its 

spillway capacity  is close to  9500 m3/s. Due to  the development of a scour hole which threatened 

the damõs stability, however, the reservoir has not been operated near its maximum capacity for 

some time 4. Consequently, since the 1980õs operations have mostly focused in reducing the use of 

the spillways  (Cohen Liechti 2013 ). The reservoir has large impacts on the flows downstream, greatly 

reducing seasonal variability (Beilfuss and Dos Santos 2001 , Matos et al. 2010 ) 

                                                           
4 The development of this scour hole, as well as measures to control it and safeguard the damõs operation were 

recently subject to an indepth study by EPFLõs Laboratody of Hydraulic Constructions (LCH). 

Commissioning  

year

Operation 

level

Op. 

volume

Reservoir 

area

[m a.s.l.] [km3] [106m2] [m3/s] [MW] [m3/s] [m a.s.l.]

Max. 1030.5 6 380 4425 1030.5

Min. 1006.0 0.78 90 402 1020.0

Extension 2013 312 120

Max. 976.6 0.90 750 3600 978.0

Min. 975.4 0.13 180 780 972.3

Max. 489.0 191 5627 9402 488.6

Min. 475.5 116 5300 8502 484.0

North bank 

extension
2012-2014 430 360

Max. 329.0 63.0 2974 15683 331.0

Min. 295.0 12.2 838 6760 295.0

Reservoir 

name

Kariba

Kafue Gorge

Itezhi-Tezhi

Cahora Bassa

1961 1800 1470

1974 2250 2075

1972 252 900

Turbine 

capacity

Spillway capacity 

and associated 

water level 

1977 160 -

http://www.panoramio.com/photo/65334783
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Cahora  Bassa 

The Cahora Bassa dam  (Figure 2.8) was completed in 1974 with the primary objective of  export ing  

power to South Africa. It is managed by the Moza mbican state -owned company Hidroeléctrica de 

Cahora Bassa (Cahora Bassa Hydroelectric , HCB). However, due to the civil war, the transmission 

line was destroyed and for 20 years, nearly  no electricity was produced . This continued  until the  

hydropower statio n was reactivated  in 2000 (The World Bank, 2010) . 

 
Figure 2.8. Cahora Bassa dam and reservoir (left photo by Théodora Cohen Liechti ; right image from 

Google Earth ð top facing East, approx. 150 km across).  

Having  a 60  km3 reservoir , with 51  km3 of net  storage  capacity , the dam can presently produce up 

to 2075  MW of electricity , which corresponds  to a flow of roughly 2250  m3/s ð very close to the 

average discharge. The spillwayõs capacity is of about 14  000 m3/s. 

Plans to safely rise the reservoirõs operating levels  through additional spillways are being developed. 

In parallel, the development of an additional powerhouse is expected to increase the damõs 

installed  capacity to appr oximately 3000  MW. 

Itezhi -Tezhi and Kafue Gorge  

The Kafue hydropower scheme, comprised by the Itezhi -Tezhi and Kafue Gorge dams, is quite 

singular. The Kafue Gorge dam, downstream, takes advantage of a large hydraulic head but has 

no substantial storage ca pacity. This storage is provid ed by the Itezhi -Tezhi reservoirõs 6 km3 which, 

in spite of comprising a considerable volume in absolute terms , pale in comparison to the volume  

of the Kariba or Cahora Bassa reservoirs . Amidst Itezhi-Tezhi and Kafue Gorge lay  the Kafue Flats, a 

wetland area of enormous ecological value that stretches  for approximately 200  km. 

The Itezhi-Tezhi dam ( Figure 2.9) was completed in 1978 and, being mainly built in order to provide 

extended storage capacity for the Kafue Gorge dam, did no t have  turbines for electricity 

produ ction installed until 2010. Itezhi-Tezhi is especially designed to allow managed flood release s 

to maintain a certain flooding in the floodplain downstream. However, the operation rules of the 

dam are very strict and usually the benefits of increased power production were chosen in 

detriment of  a distinct flood release for the floodplain. The Kafue  Gorge reservoir was built in 1972 

immediately downstream of the Kafue Flats. It has an installed capacity of 900  MW and plans exist 

to extended it to 990  MW (Meier 2012 ). 

2.2.4 Malawi Lake and the main wetlands  

Malawi Lake  

The Malawi Lake ( Figure 2.10), also known as Nyasa or Niassa Lake, is by far the largest water body 

in the ZRB. It lies at 474 m above sea level in the African rift valley, with a surface area of  28 000 km2, 

a volume of 8000  km3, and a length of 550  km (Jury and Gwazantini 2002 ). Its bottom goes well 

below sea level with depths reaching 706  m. The lake is remarkable for the unusually high ratio 

between its surface and that of the contributing catchments , which is close to 1/3.  



http://www.cces.ethz.ch/projects/nature/adapt/itezhitezhi.jpg?hires
http://www.panoramio.com/photo/7085360
http://www.panoramio.com/photo/19578337


http://commons.wikimedia.org/wiki/File:Zambezi_Flood_Plain,_Namibia_(EO-1).jpg
http://www.panoramio.com/photo/22050168
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