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Gamification aims to enhance the educational experience by enabling students to have fun with technology. Although research in the field has previously looked into the effectiveness of gamification, reviews of existing studies show that in the context of education, gamification has been largely applied at the university level, with diverse pedagogical approaches and outcomes. Furthermore, reports often refer to interactions with gamification elements in contexts outside STEM education. To bridge these research gaps, this paper reports on an empirical study involving 199 students from two secondary schools. Students had the opportunity to receive a digital reward (in the form of points, badges, or rankings) for their participation in an online physics lesson. Although no significant differences were found regarding student motivation, results confirm an impact—depending on the gamification element being introduced in the software—on three other important aspects: (i) perceived usability, (ii) student engagement, and (iii) learning performance.
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1 INTRODUCTION

One of the ongoing challenges that researchers in the field of games and Human-Computer Interaction (HCI) face is whether design and evaluation methodologies can help potentiate positive user experiences [72]. For the most part, it is still unclear how, which, or even if specific elements of games—or gamification—can help create more enjoyable and engaging software applications [46, 81].

In technology-enhanced education, gamification—which is generally defined as “the use of game design elements in non-game contexts” [31]—has the goal of capturing the attention of learners [49, 82] by including enjoyable and rewarding interactions in scholastic activities [83]. Although many empirical studies have been conducted in recent years, most of these have analysed the effects of gamification in isolation [51], treating it as a unified concept [80] and generalising findings from one scenario to another, irrespective of contextual differences that could be of influence [84, 96]. Similarly, surveys on HCI and gamification show that although plenty has been studied on the topic, data available
from related research have been collected predominantly from adult learners in the context of distance and higher education [25, 32, 33]. To bridge these research gaps, our study focuses on the effects of using the most popular elements of gamification and instant reward strategies (namely points, badges, and leaderboards) [20, 94] within Graasp\(^1\), a learning platform that enables the virtual delivery of scientific lessons to secondary school students using multimedia resources and online labs.

Furthermore, to utilise the full potential of gamification techniques in technology-enhanced education, this study proposes that it is pertinent to support and enhance the implementation of gamification alongside well-established pedagogical practices to boost positive outcomes [28, 68]. Many pedagogical strategies (e.g. Flipped Classroom [50, 99], Scenario-Based Learning [63, 69]) have shown to improve not only students’ attention but also general performance. After much consideration, the Learning by Questioning approach was selected for this study, as it lends itself for the introduction of gamification techniques. Although learning by questioning has shown potential to improve long-term cognitive skills [38], asking appropriate questions is a cognitively demanding task, as it entails in-depth information processing [52]. Students might therefore need extra encouragement through interactive and enjoyable strategies to sustain their mental effort for the task, and gamification can provide such encouragement by allowing students to have fun during the learning process.

In summary, our research aims to systematically study the effects of integrating a set of common gamification elements (Section 2.2) using the Graasp online learning platform (Sections 3.1-3.2), to reward students for their effort in creating questions (Section 2.1) related to a physics lesson (Section 3.3). The main contributions of this paper are: (i) to provide insights into the impact of three commonly used gamification elements (points, badges, and leaderboards) on the overall experience and learning performance of secondary school students using questioning-based techniques; and (ii) to develop a methodological approach to evaluate these gamification elements when integrated in educational software, in terms of their perceived usability, and their effects on user engagement, motivation, and learning performance.

2 RELATED WORK

This section presents our review of the literature concerning three major topics. First, we explore how students could benefit from learning by questioning, which is the pedagogical backbone of our research study. Second, we describe results from studies employing gamified interfaces in similar research. Third, we discuss the use of gamification in educational contexts, including its impact on student performance and self-reported measures of user experience, and we delve into the difference between student engagement with the gamified software during the learning activity and their motivation to use it in the long term. Finally, we introduce our research question as derived from the literature review.

2.1 Learning by Questioning

Learning by quality questioning is defined as a dynamic process through which students are engaged in cognitive and meta-cognitive processes that focus on learners’ thinking and questioning of specific content knowledge [93]. It allows students to explore a topic’s meaning, logic, or line of reasoning, so as to help them draw their own conclusions [92]. A number of studies suggest that questioning strategies may contribute to the development of higher cognitive skills, since learners perceive the difference between information they have already studied and what they are learning at that moment [53, 67]. According to the related research, the use of questioning methods could lead to beneficial conceptual connections and comparisons that transfer learning in the brain from short-term into long-term memory [21, 38].

\(^1\)Graasp (https://graasp.eu) is an online platform used to create learning spaces supporting interactive lessons.
Recent studies have been therefore drawn by these potential benefits, combining questioning and gamification in technology-enhanced education to potentiate higher learning gains [29].

### 2.2 Gamified Interfaces

As mentioned in Section 1, gamification is a technique that has increasingly been utilised in education—albeit with different levels of success—to motivate students to engage more actively in the learning process [36]. While there can exist various gamification elements that are fit for different purposes [80], we have selected three—points, badges and leaderboards—due to their usage in a broad range of contexts [24, 55, 73]. All three gamification elements are extrinsic motivators of behavioural intentions [42] and are sometimes referred to as the *PBL triad* [80]. Points are earned for student performance [97]. Badges visually represent student merits [5]. Leaderboards sort students according to their relative success of interaction within the software [80].

Some studies have already evaluated the impact of these gamification elements in different contexts and with various scales. Research on leaderboards shows mostly a positive impact as a motivator, for example, in task performance [57] or software use [40]. Other studies have shown similar positive results for points [9, 64] and badges [14, 45]. Our choice of these three elements was inspired by the insights of these studies, as we aimed to further investigate the impact that the *PBL triad* could have on student experience and performance, to enable more effective uses of such elements in future educational software design. Nevertheless, we must emphasise that not all empirical results from similar research support the use of gamification in education [27, 34, 47], as it has been found to have negative effects on student motivation in the medium to long term [70], and on those students at the bottom of the class [80].

To counteract this issue, we propose the integration of pedagogical methods alongside engagement techniques to boost positive effects. As described in Section 2.1, *learning by questioning* could help transfer short-term storage into knowledge, but being a demanding cognitive task, it could benefit from the encouragement provided by gamification. Our work is based on a number of studies [45, 48, 65] and surveys [1, 4] that have found that gamification has positive effects on several educational aspects, including user experience and learning performance. We also build on recent studies that have looked into the qualitative and quantitative effects of implementing gamification [6, 88], including work conducted using similar questioning-based techniques [28]. Hence, supported by the literature and the findings of these studies, we aim to investigate the effects of combining gamification and questioning-based techniques in technology-enhanced education to shed light on how students can learn in a more enjoyable manner [22, 98] while enhancing the storage of lasting information in their memory [38].

### 2.3 The Impact of Gamification in Educational Contexts

Alongside the analysis of student performance—which is certainly important as a goal of gamification in education—other measures, including usability and user engagement, have proven highly relevant in determining the effects of implementing gamification [81]. Exploring the relationships between the perceived *usability* of a gamified educational application and the impact it has on student *motivation* and *engagement* could not only help design better interfaces, but also have an impact on student learning gains.

Motivation and engagement are two concepts so tightly connected they often overlap [4, 35], but the former usually refers to the psychological inclination to take part in an activity [79], whereas the latter refers to the enthusiasm and attention that a person shows during a task [8, 78]. Motivation and engagement can influence the persistence of students to master skills [61]. Hence, it is important to design tools that utilise gamification as a technique to boost motivation [30], allowing students to feel more inclined to use gamified educational software to learn. Users’ experiences
with gamified software can be measured with different scales, most of which are grounded in relevant conceptual frameworks such as Self-Determination Theories (SDTs) [26]. Other researchers [46] have likewise suggested studying social contextual factors—alongside the technological aspects—as the social environment of users could differently influence their motivation and engagement (e.g. due to the willingness of user groups to participate more actively [2]), depending on their motivational learning behaviour and user type [17].

Strengthening motivation and engagement through gamification in education could have a decisive impact on student performance, according to some recent research [4, 10, 19]. Most studies have shown positive effects [75, 81], but some have—on the contrary—found unfavourable outcomes of using gamification in the long term [47, 56].

In HCI venues, a number of people argue for using game elements in interface design to create a pleasant learning atmosphere where students can relax, engage, and have fun [46, 60]. However, many other authors advise that the use of gamification elements in educational software design could distract students from their main goals, resulting in various negative effects, including lower intrinsic motivation and performance [47, 86], especially on those users who are at the bottom of the group [97]. More empirical research is therefore claimed to be needed to clarify these conflicting outcomes and contrast results observed in previous work.

Based on our literature review, we aimed to investigate the following research question with an empirical study: When integrated into a questioning-based physics education activity for secondary school students, to what extent does each of the gamification elements—points, badges, and leaderboards—influence students’ perceptions of the usability of the Graasp online learning platform, as well as their user engagement, motivation, and learning performance during the activity?

3 DESIGNING THE APPS

We developed two web-based applications (apps) to enable teachers to assign points and badges, and to rank students on leaderboards. Before conducting the empirical study outlined in this paper, we first carried out a formative usability test with key stakeholders. The apps were then published and embedded in the Graasp learning platform, where the online learning activities for our study were hosted. This section outlines the architecture of the apps and the design of the user interfaces.

3.1 Software Architecture

Both the app for points and badges (titled Rewards), and the app for leaderboards (titled Activity Score) were developed using web frameworks that enabled them to run within a browser. In order to run within Graasp, the apps connected to the platform’s Application Programming Interface (API). This connection provided a read/write data store for information related to the online lesson, such as a list of students participating in the learning activity and the rewards assigned to each student. Furthermore, the API allowed the apps to be embedded both within the platform’s Authoring View and its Live View. The Authoring View is a password-protected environment where teachers integrate and configure the resources that they will use to create their online lessons. Within this teacher-centric view, the API gives read/write access to apps. The Live View is an environment directed at students, accessible through a randomly-generated link, and where students can exploit the activities prepared by teachers. Within this student-centric view, the API gives the apps read-only access to data.
3.2 User Interfaces

The Rewards and Activity Score apps featured two main interfaces, one for teachers and one for students. As shown in Figure 1, the first interface of the Rewards app enabled teachers to assign or revoke rewards to students, as well as to visualise a list of rewards that had already been assigned to students in a class. This interface was only accessible through the Authoring View and was therefore protected from unauthorised access. A second read-only interface presented students with a Trophy Room where they could visualise the rewards that they had earned. As shown in Figure 6, the app supported assigning multiple rewards, of different types, to the same student. Within this view, students were only able to see their own rewards and not those of others. As shown in Figure 5, the Activity Score app displayed a leaderboard—accessible to students and teachers—ranking all participants in a class.

3.3 The Online Physics Lesson

For the purpose of this study, we selected an online lesson in Graasp that was aligned with the relevant secondary school physics curricula. The online lesson covered concepts and components of electrical circuits and was adapted to incorporate learning by questioning. The questioning technique provided students the opportunity to deepen their understanding of the topic as they were prompted to organise and synthesise information available to them in order to create appropriate questions [58]. Learning by questioning commonly refers to the process of articulating conceptual thoughts through written or verbal expressions in the form of interrogations. This technique was selected based on a number of studies, which suggested that the act of questioning could possibly help develop higher cognitive skills [23].

As depicted in Figures 2-6, the Live View provided the context for the learning activity. Students could navigate through the different steps or phases of the activity using the menu on the left side of the screen. The phases prepared for this study were progressively displayed to students according to the task they were asked to perform. An initial introduction to the topic of electrical circuits was presented in the first phase of the online lesson (see Figure 2). Moving along the phases, students learned about current, tension, electrical power, serial and parallel circuits, and Ohm’s...
Students also had access to an online laboratory where they could test the concepts just learned (see Figure 3). Guidelines on how to use the lab were given throughout the lesson to facilitate a connection between the scientific topics addressed and the experimental phase.

After students had gone through the online lesson, they were asked to write down the three best questions they could formulate on the topic of electrical circuits. For this purpose, a new phase was made available for students in the Live View of the activity (Figure 4). The three gamification elements—points, badges, and leaderboards—were then used to reward, in each respective group, the effort each student put when creating the set of questions. Displayed on a newly available phase (see the navigation menu on the left hand side of Figures 5 and 6), these rewards were shown to students over a second session, where they were asked again to create three questions about the topic. This
questioning-based gamification approach gave students a second opportunity to get a reward, providing valuable input with respect to possible changes in student motivation and performance.

4 METHODOLOGY

The empirical study was approved by the Research Ethics Committee of the University of Leicester. All sessions took place in school facilities where students had their own computer for the whole duration of the experiment. Throughout a session, a single researcher and the science teacher of each respective class were present to monitor the process, but they did not give any unsolicited help. The four versions of the gamification apps under evaluation in this study (see Section 3), were: non-gamified [NG], gamified with leaderboard [GL], gamified with points [GP], and gamified with badges [GB].

4.1 Methods and Instruments

Eight different instruments were digitally used to collect data from participants to address our main research question as stated in Section 2.3. Four of these instruments were standardised questionnaires to measure: (i, ii) predisposition to learn science, (iii) usability, (iv) user engagement, and (v) motivation. Additionally, homegrown questionnaires were used to assess (vi) learning performance and (vii, viii) user perceptions.

(i) The Attitudes Towards Science Questionnaire (ATS) [51] assesses components of attitudinal predisposition of young students towards learning science. The ATS is composed of 34 items and six factors: Learning Science in School, Practical Work in Science, Science Outside of School, Importance of Science, Self-Concept in Science, and Future Participation in Science. Results are presented on a scale of 0-1.

(ii) The Science Motivation Questionnaire II (SMQ) [41] is designed to assess students’ motivation to learn science in college and secondary school courses. It contains 25 measurement items rated on a 0 (never) to 4 (always) scale and comprised of four factors: Intrinsic Motivation, Self-Determination, Self-Efficacy, and Career Motivation. Results are presented on a scale of 0-1.

(iii) The System Usability Scale (SUS) [18] is a ten-item questionnaire using a five-point Likert scale to measure usability. SUS results are presented as scores with a range of 0-100; the higher the score, the better usability the system under evaluation has.

(iv) The User Engagement Scale - Short Form (UES-SF) [71] measures user engagement in terms of four different factors (Focused Attention, Perceived Usability, Aesthetic Appeal and the Reward Factor). Each item is rated with a five-point Likert scale. Individual factors can be calculated by averaging the scores of the respective three items, but more commonly, an overall user engagement score is calculated by adding all 12 items and dividing them equally. Results from UES-SF are given on a scale of 1-5.

(v) The Situational Motivation Scale (SIMS) [44] is based on SDTs and is composed of different measurement factors of situational intrinsic and extrinsic motivations, rated on a seven-point Likert scale ranging from one (not at all in agreement) to seven (completely in agreement). SIMS evaluates user responses to the items of four factors: Intrinsic Motivation, Identified Regulation, External Regulation, and Amotivation. Results are reported either with an overall score averaged over all 16 items, or factor-specific scores averaged over the four corresponding items per factor.

(vi) Pre- and post-knowledge tests (KT) were composed of 12 questions closely related to the physics lesson used in the experiment. The pre- and the post-tests had identical questions, which were all multiple choice with a single possible correct answer. As an example, the following was a question from the knowledge test: "What is the unit of measurement for the resistance to the flow of electricity? (a) Ohm, (b) Ampere, (c) Watt, (d) Volt".
Homegrown Questionnaires (HQs) included questions to collect data specifically useful for our research. Students answered two HQs during this study: before and after the intervention. Questions referred to the participants’ background, their self-reported measures of IT competence and usage, their perceptions of the enjoyability and usefulness of educational software they have used prior to this experiment, their opinions of the gamification element they had interacted with in this experiment, and other feedback.

Group Discussions (GDs) and general observations are often useful approaches to collect data for evaluating how successful is the interaction between users and a given system [11]. For this study, group discussions were audio-recorded with the participants’ consent and notes were taken by the researcher throughout the whole session. Following the experiment, a group discussion was triggered by an online poll (created with Kahoot, Quizizz, or similar tools) where students responded to multiple choice questions. After answering all the questions, and with the results displayed on a screen, participants had the chance to express and share their opinions out loud. The following is an example of a question from this poll: "Would you be more motivated to use technology to learn if it offered a gamified style? (a) Yes, (b) Maybe, (c) No, (d) I prefer not to answer”.

4.2 Hypotheses

Following the traditional statistical methods for hypothesis testing, we formulated four null hypothesis (Table 1), which were directly related to the main research question of this study.

Overall, we aim to investigate if specific gamification elements can make a significant impact on the learning experience and performance of students in secondary schools, in the context of questioning-based physics education.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Instrument</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1: There are no significant differences in the perceived usability of the Graasp software among the NG, GL, GP, and GB groups.</td>
<td>SUS</td>
</tr>
<tr>
<td>H2: There are no significant differences in student self-reported engagement among the NG, GL, GP, and GB groups.</td>
<td>UES-SF</td>
</tr>
<tr>
<td>H3: There are no significant differences in the motivation of students using the NG, GL, GP, and GB versions of the software.</td>
<td>SIMS</td>
</tr>
<tr>
<td>H4: There are no significant differences in student performance before and after the intervention among the NG, GL, GP, and GB groups.</td>
<td>KT</td>
</tr>
</tbody>
</table>

4.3 Participants

School A is a state school and School B is a private boarding school in the same county in the East Midlands of England. According to the official website of the UK government [87], the term state school in England refers to education that is funded by the government and as such is free of charge to students. A private school refers, on the other hand, to an independent school not economically supported by the government that instead charges pupils a fee for their attendance. A boarding school refers to the option of paid accommodation on school premises throughout the academic year.

Students in both schools have access to good scientific and technological facilities. A total of 199 students were recruited for this study: 108 students in School A (53 male, 52 female) and 91 students in School B (60 male, 25 female); 9 people preferred not to specify their gender. The mean student age was 13.76 (SD = 0.47).
For the learning activity, schools selected the topic of electrical circuits from a predefined list. Eight classes of students were involved in this study, four in each school. Each class was allocated to one of the four groups (non-gamified [NG], gamified with leaderboard [GL], gamified with points [GP], and gamified with badges [GB]). Students interacted with the educational software application for an average of two school hours. The distribution in School A is summarised as follows: 25 students in the [NG] group, 25 in the [GL] group, 31 in the [GB] group, and 27 in the [GP] group. In School B there were: 22 students in [NG], 24 in [GL], 23 in [GB], and 22 in [GP].

Data of School A and School B were analysed separately throughout this paper given the highly significant difference in the initial knowledge test (or pre-test) and the results of the ATS and SQM questionnaires (see Sections 5.7, 5.2, and 5.3, respectively). These significant differences suggest that the schools' social and educational environments could be factors influencing student performance and, quite possibly, their perception of gamified educational software.

4.4 Procedure

In the days prior to the sessions planned for this study, participants filled in the ATS and SMQ questionnaires under supervision of their schools to measure their attitudes and motivation towards learning science. As shown in Table 2, the first session of this experiment started with a general introduction and other relevant instructions (Activity 1 or A1). Afterwards, students filled in a background data questionnaire (A2). All students then interacted with a copy of the same online physics lesson on electrical circuits (A3) and completed a knowledge test to assess how much they learned (A4). Using the software, students were asked to create a set of three questions based on the lesson’s subject (A5), with students not being aware that their participation could be (or not be) rewarded with points, badges, or in leaderboards. They later completed the SIMS questionnaire (A6) and had a 1–72 hour break.

For the second session, all students (except the ones in the control groups [NG], as they were not given any reward) were presented with results in the form of the gamification element under evaluation in their respective groups (A7). Points, badges, and leaderboards were displayed in a new phase of the online activity for the three questions they had created before the break. This meant that the GL, GB and GP groups became then fully aware that the questions they had created were assessed and rewarded. Afterwards, all students were asked to create a second set of three questions (A8) and they completed once again the standardised motivational test (SIMS) to measure if there was a change in
their behavioural intention (A9). A knowledge post-test (which contained the same questions as the pre-test) was also administered to test if the use of gamification and questioning in the classroom had any impact on the learning outcomes (A10). Then, all students filled in the UES-SF and SUS questionnaires (A11). Lastly, each group responded to an online poll to give general feedback and participants were given the opportunity to express and contrast opinions about their group and personal experience through a moderated discussion (A12).

5 RESULTS

Eight instruments (see Section 4.1) were applied in this study in order to test the hypotheses listed in Table 1. Results of the main methods and instruments are presented in the sections below, preceded by some descriptive statistics based on the demographic data. Note that not all participants answered all the questionnaires; some experienced technical difficulties (e.g. the computer crashed at some point) and some were not present at the time of the activity (e.g. because of other duties at school). Hence, the number of total participants per questionnaire varied.

5.1 Demographic Data

In HQ1 (see Section 4.1) students rated their IT skills on a scale of 1-10. In School A the mean was 6.66 (SD = 1.78) and in School B the mean was 6.84 (SD = 1.77). When asked to estimate how many hours per day they spent on an electronic device—such as a tablet or computer—40 students (37.03%) in School A claimed to use 1-3 hours daily, 47 students (43.51%) reported 4-7 hours of use, and 21 students (19.44%) over 7 hours. In School B there were 37 students (40.66%) who reported to be spending 1-3 hours, 50 students (54.95%) who reported 4-7 hours, and 4 students (4.40%) who said to spend more than 7 hours per day on an electronic device. Additionally, a high number of students in both schools (n = 166 out of 199) said to have used educational software in the past, with over 75% of them being able to access said software from both their home and school.

5.2 Results from the Attitudes Towards Science Questionnaire

All 199 students involved in the study completed the ATS (see Section 4.1). School A had a mean score of 0.63 (SD = 0.12) and School B a mean score of 0.73 (SD = 0.10). Results of the Shapiro-Wilk test indicated that the data were not normally distributed in all groups (School A: \( W(108) = 0.968, p = 0.010 \); School B: \( W(91) = 0.983, p = 0.282 \)). Results of the non-parametric Mann-Whitney test show a significant difference between schools (\( U = 8514, Z = -5.901, p < 0.001 \)).

<table>
<thead>
<tr>
<th>School</th>
<th>Group</th>
<th>N</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>School A</td>
<td>Control [NG]</td>
<td>27</td>
<td>0.59</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>Leaderboards [GL]</td>
<td>25</td>
<td>0.63</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>Badges [GB]</td>
<td>29</td>
<td>0.66</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>Points [GP]</td>
<td>28</td>
<td>0.66</td>
<td>0.11</td>
</tr>
<tr>
<td>School B</td>
<td>Control [NG]</td>
<td>21</td>
<td>0.71</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>Leaderboards [GL]</td>
<td>24</td>
<td>0.76</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>Badges [GB]</td>
<td>22</td>
<td>0.69</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>Points [GP]</td>
<td>23</td>
<td>0.77</td>
<td>0.07</td>
</tr>
</tbody>
</table>
5.3 Results from the Science Motivation Questionnaire

A total of 196 students completed the SMQ (see Section 4.1). School A had a mean score of 0.64 (SD = 0.15) and School B a mean of 0.76 (SD = 0.12). Results of the Shapiro-Wilk test show that the data were not normally distributed in School A (W(107) = 0.915, p < 0.001), but they were normally distributed in School B (W(89) = 0.989, p = 0.669). Similarly to the ATS results described above, the non-parametric Mann-Whitney test shows a significant difference between schools in the SMQ scores (U = 8206, Z = −5.902, p < 0.001).

Table 4. Results of the SMQ Classified by School and Group

<table>
<thead>
<tr>
<th>School</th>
<th>Group</th>
<th>N</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>School A</td>
<td>Control [NG]</td>
<td>27</td>
<td>0.55</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>Leaderboards [GL]</td>
<td>24</td>
<td>0.62</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>Badges [GB]</td>
<td>29</td>
<td>0.70</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>Points [GP]</td>
<td>27</td>
<td>0.68</td>
<td>0.12</td>
</tr>
<tr>
<td>School B</td>
<td>Control [NG]</td>
<td>22</td>
<td>0.74</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>Leaderboards [GL]</td>
<td>24</td>
<td>0.77</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>Badges [GB]</td>
<td>22</td>
<td>0.71</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>Points [GP]</td>
<td>21</td>
<td>0.82</td>
<td>0.09</td>
</tr>
</tbody>
</table>

5.4 Results from the System Usability Scale

Of the 199 students involved in the study, 175 completed the SUS (see Section 4.1). Overall, School A reported a mean SUS score of 54.43 (SD = 14.67) and School B a mean score of 63.90 (SD = 15.49). Results of the Shapiro-Wilk test indicated that the SUS data of seven out of eight groups were normally distributed. Parametric tests were then used to verify H1.

Table 5. SUS Mean Scores in School A and School B

<table>
<thead>
<tr>
<th>School</th>
<th>Group</th>
<th>N</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>School A</td>
<td>Control [NG]</td>
<td>25</td>
<td>50.00</td>
<td>12.29</td>
</tr>
<tr>
<td></td>
<td>Leaderboards [GL]</td>
<td>23</td>
<td>50.75</td>
<td>14.66</td>
</tr>
<tr>
<td></td>
<td>Badges [GB]</td>
<td>19</td>
<td>52.37</td>
<td>15.88</td>
</tr>
<tr>
<td></td>
<td>Points [GP]</td>
<td>26</td>
<td>63.46</td>
<td>12.49</td>
</tr>
<tr>
<td>School B</td>
<td>Control [NG]</td>
<td>18</td>
<td>59.58</td>
<td>20.15</td>
</tr>
<tr>
<td></td>
<td>Badges [GB]</td>
<td>17</td>
<td>63.38</td>
<td>13.49</td>
</tr>
<tr>
<td></td>
<td>Points [GP]</td>
<td>22</td>
<td>68.80</td>
<td>14.63</td>
</tr>
</tbody>
</table>

The control groups [NG] in both schools gave the learning software application the lowest usability scores. The order of the other three groups (the gamified groups) is also consistent across both schools: [GL] in third place, [GB] in second place, and [GP] in first place (see Table 5).

Combined data from both Schools showed that overall, there were significant differences among the four groups when using the one-way ANOVA test (F(3, 171) = 5.386, p = 0.001). As revealed by a Tukey post-hoc test, the points
group ($M = 65.97, SD = 13.66$) had a significantly higher SUS score than the control group ($M = 54.01, SD = 16.54$). No significant difference was found between the control group and the leaderboards group ($M = 56.91, SD = 15.06$), or the control group and the badges group ($M = 57.57, SD = 15.62$).

A more detailed analysis of the results of the one-way ANOVA reveals that for School A, there were significant differences in the SUS scores among the four groups ($F(3, 89) = 5.305, p = 0.002$). The Tukey post-hoc tests also showed that there was a significant difference between the points group [GP] and the three others: the badges [GB] ($p = 0.043$), the leaderboards [GL] ($p = 0.009$), and the control group [NG] ($p = 0.004$). For School B, results of the one-way ANOVA test showed that there were no significant differences among the four groups ($F(3, 78) = 1.293, p = 0.283$).

Furthermore, we observed a high correlation between software usability and the previous attitudes and motivations of students towards science (as collected by the SUS, ATS, and SMQ questionnaires). Simple linear regression showed a significant relationship ($p < 0.001$) between previously collected student attitudes and their perception of software usability. The $R^2$ value was 0.411, which indicates that 41.1% of the variation in the usability scores could be explained by the attitude of students towards learning science. Likewise, previously reported motivations of students towards science were found to have a significant relationship in this study with the perception of software usability ($p < 0.001$). The $R^2$ value was 0.182, which indicates that 18.2% of the variation in the usability scores could be explained by the previous self-reported motivation in students.

Based on the analysis of results of the SUS data in this experiment, the null hypothesis H1 was partially rejected. A significant difference on the perceived usability of the application was found between groups in School A.

### 5.5 Results from the User Engagement Scale

A total of 174 students responded to the UES-SF. Overall, School A had a mean score of 2.81 ($SD = 0.75$) and School B a mean score of 2.91 ($SD = 0.76$), out of the five possible points in the UES-SF (see Section 4.1). All the UES-SF data were normally distributed. Hence, parametric tests were used to address H2.

Both schools had the lowest engagement scores in the control groups [NG], as shown in Table 6. As with the SUS results in Section 5.4, the UES-SF scores of the control groups [NG] are followed, in ascending order, by the leaderboards groups [GL], then the badges groups [GB], and—with the best scores—the points groups [GP].

<table>
<thead>
<tr>
<th>School</th>
<th>Group</th>
<th>N</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>School A</td>
<td>Control [NG]</td>
<td>25</td>
<td>2.52</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>Leaderboards [GL]</td>
<td>20</td>
<td>2.66</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>Badges [GB]</td>
<td>19</td>
<td>2.98</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>Points [GP]</td>
<td>26</td>
<td>3.07</td>
<td>0.65</td>
</tr>
<tr>
<td>School B</td>
<td>Control [NG]</td>
<td>21</td>
<td>2.40</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>Leaderboards [GL]</td>
<td>24</td>
<td>3.02</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>Badges [GB]</td>
<td>17</td>
<td>3.09</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>Points [GP]</td>
<td>22</td>
<td>3.14</td>
<td>0.71</td>
</tr>
</tbody>
</table>

Results of the one-way ANOVA test showed a significant difference among groups in School A ($F(3, 86) = 3.077, p = 0.032$). The same test also showed significant differences on the UES-SF scores among the four groups ($F(3, 80) = 4.904, p = 0.004$) in School B. Scores from the UES-SF questionnaire are shown for both schools in Table 6.
The Tukey post-hoc test showed that in School A there was a significant difference between the points group [GP] and the control group [NG] ($p = 0.041$), but no significant differences were found between the control groups and the two other groups (leaderboards and badges). The same Tukey post-hoc test in School B showed significant differences between the control groups and all the gamified groups. More specifically, $p = 0.024$ for the leaderboards group, $p = 0.019$ for the badges group, and $p = 0.006$ for the points group.

Additionally, a simple linear regression showed a significant relationship ($p < 0.001$) between the usability of the software and the engagement students had with the learning activity in this study. The $R^2$ value was 0.679, which indicates that 67.9% of the variation in the engagement scores could be explained by the student perceptions of usability of the software. As suggested by previous research, the nature of the learning application could have influenced the level of user involvement in the activity, according to their expectations of the system [66, 89].

Given these results, the **null hypothesis H2** was rejected. Significant differences were found in the UES-SF factors among at least one of the gamification elements and the control groups in both schools.

### 5.6 Results from the Motivational Scale

During the experiment, students were asked to fill in the SIMS (see Section 4.1) questionnaire twice: before and after knowing that they would receive a reward for their performance. A total of 179 students responded to both questionnaires. Two of the four datasets of the pre-test in School A, as well as three out of four in School B were not normally distributed according to the Shapiro-Wilk test. In the post-test, one group in School A and all four in School B did not have a normal distribution. Therefore, non-parametric tests were used to verify **H3**.

Combined results from both schools in the first SIMS (or SIMS1) ($M = 3.85, SD = 0.76$) indicated lower student motivation compared to the scores of the second SIMS (or SIMS2) ($M = 3.87, SD = 0.80$). However, no significant improvement was found between the two using a Wilcoxon Signed Rank test ($Z = -0.234, p = 0.815$).

In addition, no significant changes were found in student motivation between SIMS1 and SIMS2 using Wilcoxon Signed Rank tests separately for **School A** ($Z = -1.061, p = 0.289$) and **School B** ($Z = -0.894, p = 0.371$). Out of seven possible points, the average SIMS1 score in School A was 3.67 ($SD = 0.86$), which improved to 3.74 ($SD = 0.88$) in SIMS2. The average SIMS1 score in School B was 4.07 ($SD = 0.57$), with a decrease to 4.04 points ($SD = 0.67$) in SIMS2 (see Table 7 for more details).

<table>
<thead>
<tr>
<th>Questionnaire</th>
<th>Group</th>
<th>N</th>
<th>Mean</th>
<th>SD</th>
<th>N</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIMS1 Control [NG]</td>
<td>24</td>
<td>3.73</td>
<td>0.61</td>
<td>18</td>
<td>4.03</td>
<td>0.74</td>
<td></td>
</tr>
<tr>
<td>Leaderboards [GL]</td>
<td>21</td>
<td>3.83</td>
<td>1.05</td>
<td>24</td>
<td>3.94</td>
<td>0.50</td>
<td></td>
</tr>
<tr>
<td>Badges [GB]</td>
<td>26</td>
<td>3.30</td>
<td>1.02</td>
<td>17</td>
<td>4.37</td>
<td>0.60</td>
<td></td>
</tr>
<tr>
<td>Points [GP]</td>
<td>28</td>
<td>3.85</td>
<td>0.61</td>
<td>21</td>
<td>4.00</td>
<td>0.37</td>
<td></td>
</tr>
<tr>
<td>SIMS2 Control [NG]</td>
<td>24</td>
<td>3.71</td>
<td>0.60</td>
<td>18</td>
<td>4.06</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>Leaderboards [GL]</td>
<td>21</td>
<td>3.78</td>
<td>1.05</td>
<td>24</td>
<td>3.94</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td>Badges [GB]</td>
<td>26</td>
<td>3.57</td>
<td>0.91</td>
<td>17</td>
<td>4.26</td>
<td>0.74</td>
<td></td>
</tr>
<tr>
<td>Points [GP]</td>
<td>28</td>
<td>3.88</td>
<td>0.93</td>
<td>21</td>
<td>3.97</td>
<td>0.44</td>
<td></td>
</tr>
</tbody>
</table>
These results supported the null hypothesis H3. No significant differences were found on the motivational intentions of students as measured by the SIMS scale.

Although motivation did not significantly change with our intervention, it is important to note that the scores of this metric were considerably higher in School B than in School A ($t(177) = 3.564, p < 0.001$). Environmental factors could have influenced these results, as a high correlation was found between the motivational intentions of students and their previously collected attitudes ($p = 0.010$) and motivations towards science ($p = 0.012$). A significant correlation was also found between this metric and the software usability ($p = 0.002$).

5.7 Results from the Knowledge Tests

Of the 199 students that were involved in this study, 95 in School A and 82 in School B completed both the pre- and post-knowledge tests. As previously explained in Section 4.3, data of School A and School B were analysed separately throughout this paper given the highly significant difference in the initial knowledge test (or pre-test) as shown by the result of the Mann-Whitney test ($U = 2173, Z = -6.066, p < 0.001$). For School B, data were normally distributed in all groups except the [GL] in the pre-test and the [GB] in the post-test, as shown by the results of the Shapiro-Wilk test ($W(82) = 0.939, p = 0.001$). Data were normally distributed for all groups both in the pre-test and the post-test in School A.

Table 8. Mean Scores of the Pre- and Post- Knowledge Tests in School A and School B

<table>
<thead>
<tr>
<th>Test</th>
<th>Group</th>
<th>School A</th>
<th></th>
<th></th>
<th>School B</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>Mean</td>
<td>SD</td>
<td>N</td>
<td>Mean</td>
<td>SD</td>
<td></td>
</tr>
<tr>
<td>KT1</td>
<td>Control [NG]</td>
<td>24</td>
<td>6.33</td>
<td>0.48</td>
<td>19</td>
<td>8.58</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>Leaderboards [GL]</td>
<td>22</td>
<td>6.50</td>
<td>0.55</td>
<td>24</td>
<td>9.83</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>Badges [GB]</td>
<td>23</td>
<td>6.26</td>
<td>0.44</td>
<td>17</td>
<td>8.18</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>Points [GP]</td>
<td>26</td>
<td>8.88</td>
<td>0.42</td>
<td>22</td>
<td>9.59</td>
<td>0.31</td>
</tr>
<tr>
<td>KT2</td>
<td>Control [NG]</td>
<td>24</td>
<td>5.88</td>
<td>0.41</td>
<td>19</td>
<td>8.32</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>Leaderboards [GL]</td>
<td>22</td>
<td>7.73</td>
<td>0.40</td>
<td>24</td>
<td>9.67</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>Badges [GB]</td>
<td>23</td>
<td>6.83</td>
<td>0.55</td>
<td>17</td>
<td>9.41</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>Points [GP]</td>
<td>26</td>
<td>8.96</td>
<td>0.43</td>
<td>22</td>
<td>9.95</td>
<td>0.28</td>
</tr>
</tbody>
</table>

Students in School A achieved a mean of 7.05 ($SD = 2.46$) out of 12 possible points in the pre-test (KT1) and an average of 7.38 ($SD = 2.45$) in the post-test (KT2). Significant differences were found in the learning outcomes among groups in School A using a paired sample t test ($t(94) = -2.19, p = 0.031$). The GL group had an increase of 1.23 points, with a significant difference between the pre- and post-tests ($t(21) = -4.67, p < 0.001$)). Although the GB (+0.57) and the GP (+0.08) groups in School A also indicated an improvement on the scores of the post-test as compared to the pre-test, neither had a significant statistical difference ($[t(22) = -1.43, p = 0.168]$ and $[t(25) = -0.39, p = 0.703]$), respectively. Students in School B, on the other hand, had an overall mean score of 9.13 points ($SD = 1.71$) on the pre-knowledge test (KT1) and they scored a mean of 9.38 points ($SD = 1.72$) on the post-test (KT2). A paired sample t test showed no significant difference between the two means in this school ($t(81) = -1.12, p = 0.265$)). Nevertheless, two groups had an increase in the KT scores in School B. The GB group showed a significant positive difference (+1.23) in the KT scores ($t(16) = -3.18, p = 0.006$) whereas the GP group had an insignificant increase (+0.36) on learning performance ($t(21) = -0.95, p = 0.351$).
Given these analysis results, the null hypothesis H4 was partially rejected. Significant differences were found in the learning performance between the two knowledge tests in School A. Results from the [GB] group were the only ones that showed a significant difference in the learning gains in School B.

6 DISCUSSION

Our work focused on whether the use of a set of gamification elements could have significant effects on students’ perception of the usability of the Graasp online lesson [13, 59], and how this overall quality assessment could be related to student motivation and engagement [74], to consequently affect learning outcomes [56]. Our work also contributed to substantiating this applied body of knowledge by gathering more empirical evidence to evaluate the impact of implementing gamified designs in educational software together with a learning by questioning approach [58].

Data highlighted in Section 5 show that, when used in secondary schools to teach physics with a questioning-based approach, gamified interfaces can have a positive effect on the perception of usability of the software. Results also suggest that, to some extent, the PBL elements can improve student engagement and performance. Moreover, strong correlations were found between the perception of usability of the software and student engagement and motivation. However, no correlations were found between these metrics and the learning gains of students after the intervention, and no significant differences were shown in the motivational responses of students in this study. Overall, the use of points to improve user perceptions of usability and engagement in exploratory scenarios, as well as the use of badges and leaderboards to improve performance in competitive classrooms appear to be effective when teaching physics. These outcomes are discussed in more detail below.

6.1 About the Usability Results

Students of School A reported in the demographic questionnaire (Section 5.1) to have had less prior experience with other educational software as compared to their counterparts in School B. In the same questionnaire, students from School A also rated themselves slightly less skilled with computers. Factors of this nature could have influenced student perception of software usability as suggested by previous studies [12, 85], although no statistical results were fully supportive of this statement in this research. As an example, a positive—although insignificant ($p = 0.086$)—correlation was found between the self-reported IT skills of students in both schools and their perception of usability of the software (the higher their skills, the easier it was to use the software).

Additionally, as observed in findings from previous research [46, 66], students in School A might have felt more attracted to the gamified interfaces due to the novelty effect, thus scoring the usability of the gamified software higher. The broader experience with educational software of students in School B could have enabled them to interact with our apps with more ease, without perceiving a significant differentiation of the software’s usability regardless of whether the interface was gamified (with points, badges, or leaderboards) or not.

6.2 About Student Engagement

Prior to this study, School B had already in place both virtual and tangible prizes to acknowledge student merit in a number of school activities, which might help explain why students in School B were found to be significantly more engaged with using the gamified versions of our software. Previous findings (e.g. [62]) have shown that students with prior access to rewards schemes are better at recognising the benefit these bring to their own learning practices.

Additionally, the strong correlations found between previous attitudes and motivations of students to learn science and their engagement with creating scientific questions in this study suggest that personal preferences and circumstances
could affect student involvement in scholastic activities. The social context of each school might have also influenced student perceptions, on different levels, depending on particular environmental factors, as suggested by previous studies [95]. Pre-established social interactions at each school, for example, could have helped shape the role that a given student—as a part of a group—took up during this study [17]. Based on recent research [4] and from an observational point of view in this study, students in School A seemed to mainly enjoy interacting with others online, whereas students in School B mostly enjoyed competing with others to achieve a higher status due to their higher performance.

6.3 About the Motivational Results

In line with previous findings [70, 90], we infer that the absence of significant differences in the motivation of students before and after the intervention could be due, among other factors, to the limited time that students had to interact with the software application. We also agree with some researchers that have in this sense suggested the necessity of medium and long-term empirical research to understand how and why particular game elements act as extrinsic or intrinsic motivators in educational contexts [47, 66, 88].

In addition, given the large difference between the student self-reported measures of engagement and motivation in the results of our study, we also support the arguments of previous researchers (e.g., [4, 8]) that have emphasised the importance that both psychological processes have on learning, differentiating them as individual constructs. As discussed in previous research, engagement mainly refers to the level of involvement that a person has when performing a task or activity [77, 78], whereas motivation refers to the personal drive and decision to participate in the activity in the first place [43, 79].

6.4 About Learning Performance

Our results in the sections above have shown that the inclusion of gamification elements in questioning-based educational practices could have a positive influence on student behaviour and perceptions due to environmental factors, as previously analysed in similar research [91, 98]. However, specifically referring to learning performance, no significant relationships were found in this study between the learning gains and other measures of usability, engagement, and student attitudes and motivations towards learning science.

Results from similar research help explain how user traits could have affected the learning outcomes in this study. First, as students in School A had a lower score on the pre-test (compared to the pre-test score of students in School B), they had more room for improvement in this respect [37]. Second, students in School A had a higher learning gain when they were ranked in the leaderboards whereas students in School B had a better performance when they were awarded badges in the software. This underlying preference could be connected to their social and personal characteristics [4, 39], as discussed in Section 6.2. Third, an explanation for why the non-gamified groups in both schools had a lower score on the knowledge test after the intervention could be that for these students, who were asked to create questions twice, the process of filling out several questionnaires without a clear goal might have been perceived as boring and repetitive [3], as opposed to the gamified groups.

6.5 About Learning by Questioning

To finalise with our analysis, it is important to remark that the quality of the second round of questions improved considerably in both schools, regardless of the gamification element being evaluated. Hence, our use of a questioning-based gamified activity for this study appears effective, which is consistent with previous research [28, 29]. Questions were manually assessed in terms of novelty, clarity, and relevance on a scale of 1-5. Both groups showing significant
learning gains in this study (GL in School A and GB in School B) had an increase in the quality of their questions of at least 15%. Quotes from the group discussions in this regard included comments like: ‘Having goals to be achieved [in the software] feels encouraging and makes me want to try harder’. During these group discussions, the majority of students in both schools also claimed to believe that technology could enhance their learning experience when learning about physics. More specifically, a total of 71.59% of students in School A and 86.75% of students in School B said that they would be more motivated to learn physics if the software was gamified (compared to 14.47% of students in School A and a 9.64% in School B who said it would not make any difference to them, with the rest being unsure or declining to answer). The questioning activity was also well-received by the majority of students (74.84%) who showed—regardless of whether they were at the bottom or at the top of the class—an improvement in the quality of their questions. However, students proposed that it would be more beneficial for their learning if they could see and respond to the questions created by their peers as well as their own. This feedback supports the suggestion of previous research to introduce peer questioning and assessment to broaden students’ knowledge [92] and increase engagement with the activity [93].

6.6 Limitations and Future Research

It is possible to highlight three factors that could have played a pivotal role in obtaining insignificant results in this study: (i) the science topic selected for the online lesson, (ii) the relatively low social visibility of the rewards, and (iii) the design of the gamification elements embedded in Graasp.

(i) All eight participating groups reported during the group discussions that they would have felt differently about the software if the topic of the lesson would have been different or less complicated. Hence, this study cannot entirely prove that questioning-based gamification would be the preferred technique when teaching physics (and specifically a lesson on electrical circuits) at school. (ii) The way in which the rewards were presented to students could have also played a role in their perception of the software. For example, whereas all students received points and a position on the leaderboard, the fact that only the top three students were awarded badges could have limited the effect of this gamification element. Furthermore, being high on the leaderboards or receiving a badge could have been particularly encouraging only for those students concerned, while the rest of the class could have potentially been negatively affected. (iii) Questions created in the points and badges groups were qualitatively—but manually—assessed in terms of relevance, clarity, and novelty, whereas leaderboards were automatically generated according to the number of interactions students had in a question creation app. Automating the process of delivering points and badges, as well as qualitatively assessing the ranks of students in the leaderboards, are limitations not overcome in the present study, which ideally could be addressed in future research. Moreover, this constraint could have influenced students’ perception of the gamification elements, for instance, due to confusion caused by the rubric with which their questions were being assessed. This could have also affected the reflection level of students during the second question creation round, minimizing the benefits of the learning by questioning approach described in Section 2.1.

Finally, due to space constraints, we presented only a few salient results from the group discussions and observational methods rather than a more elaborated qualitative data analysis. It could be interesting to analyse, both quantitatively and qualitatively, how these three and other gamification elements could affect student behaviour in different ways and different contexts (for instance, by using competition to motivate student participation, or by providing higher visibility of their achievements [76]). Especially in terms of intrinsic motivation, the analysis of behavioural changes could be more effectively identified with longitudinal studies that assess the medium to long-term effects of regular use of gamified software [7, 66]. Also, extending our research on a cross-cultural level could be potentially beneficial to identify if differences between demographics are relevant when deciding how to design more attractive and engaging
graphic interfaces for educational purposes. Looking into the source of personal preferences in relation to learning styles (e.g. traditions and habits, governmental policies, access to educational technologies) could help decide what practices are best for designing gamified software [54]. Another next step could be to analyse the particular goals and needs of end-users to influence user enjoyment and behavioural change [16] using adaptive gamification design [15].

7 CONCLUSIONS

Results from this study show that the individual implementation of the gamification elements—points, badges, and leaderboards—into the Graasp online learning platform had positive effects not only on the perceived usability of the software in some cases, but more importantly, on the engagement of students with the learning activity in both participating schools. Moreover, groups interacting with the gamified questioning-based technique in our software presented some significant gains on their learning performance, as opposed to the null improvement that the control groups showed. However, not all results from this study are encouraging, as insignificant findings were found concerning student motivation, which suggests the need for future long-term research of these effects.

As not all results were consistent or significant among the gamified groups in the two participating schools, this study can only partially support the premise that technology-enhanced learning can stimulate more optimal conditions for learners by using game elements and a questioning-based approach. With the aim of helping secondary school students attain higher learning gains and enjoy a better user experience, further exploration is necessary to improve the suitable selection of gamification elements according to specific contexts, socio-demographic characteristics, and possibly even user personality traits.

ACKNOWLEDGMENTS

This work was partially sponsored by the European Union in the context of the Next-Lab Innovation Action, which received funding from the European Union’s Horizon 2020 Research and Innovation Programme under Grant Agreement no. 731685. This publication reflects only the authors’ view and the European Commission is not responsible for any use that may be made of the information it contains. The authors would like to thank their colleagues at the Faculty of Behavioral, Management and Social Sciences of the University of Twente, for their input in the development of the Activity Score application and the online physics lesson.

REFERENCES


[49] Karl M Kapp. 2012. The Gamification of Learning and Instruction: Game-Based Methods and Strategies for Training and Education. Pfeiffer, San Francisco, CA, USA.

[50] Jared Keengwe, Grace Onchwari, and James N Oigara (Eds.). 2014. Promoting Active Learning through the Flipped Classroom Model. IGI Global, Hershey, PA, USA.


