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Abstract

Urbanization intensifies as a global trend, exposing transportation networks to ever increasing levels of congestion. As network usage increases with available infrastructure, building new roads is not a solution. Design of intelligent transportation systems, involving identification, estimation, and feedback control methods with dynamical traffic models, is emerging as a feasible way to improve operation of existing infrastructure. Nevertheless, complexity of large-scale networks, spatiotemporal propagation of congestion, and uncertainty in traveler choices present considerable challenges for modeling, estimation, and control of road transport systems. This dissertation focuses on development of novel and practicable optimization-based traffic control and estimation methods for improving mobility in large-scale urban road networks.

Part I is dedicated to identification, estimation, and control methods based on macroscopic traffic dynamics for perimeter controlled urban networks. Obtaining accurate estimates of model parameters and traffic states is critical for feedback perimeter control systems. In chapter 2, a nonlinear moving horizon estimation (MHE) scheme is proposed for combined state and demand estimation for a two-region urban network with dynamical modeling via macroscopic fundamental diagram (MFD). A traffic control framework consisting of identification, state estimation, and control methods is developed in chapter 3, enabling model-based feedback perimeter control of city-scale traffic.

Part II focuses on traffic management methods considering regional route guidance. Equipping traffic controllers with route guidance carries potential for high performance congestion management. Chapter 4 contains model predictive control (MPC) schemes integrating route guidance and perimeter control actuators, capable of superior performance compared to using only perimeter control. A hierarchical traffic controller is designed in chapter 5, employing a path assignment mechanism to realize macroscopic route guidance commands of a network-level MPC.

Keywords: traffic control, large-scale urban road networks, macroscopic fundamental diagram, perimeter control, route guidance, model predictive control, moving horizon estimation, model-based parameter estimation.
Zusammenfassung


Schlüsselwörter: Verkehrsregelung, grosse städtische Strassennetze, makroskopisches Fundamentaldiagramm, Perimetersteuerung, Routenführung, modellprädiktive Regelung, Zustandsschätzung auf bewegtem Horizont, modellbasierte Parameterschätzung.
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Chapter 1

Introduction

1.1 Background and motivation

Modeling and control of road traffic in large-scale urban road networks present considerable challenges. Large network size, inadequate infrastructure and coordination, spatiotemporal propagation of congestion, and the interaction between driver decisions and the traffic control system contribute to the difficulties faced when creating realistic models and designing effective control schemes for urban networks. Although considerable research has been directed towards designing efficient real-time traffic control schemes in the last decades (see [1] for a review), dynamical modeling and control design for heterogeneously congested networks at the city level remains a challenging problem. Traditional methods face difficulties when used for large-scale urban networks. As the system size increases, approaches based on centralized computations requiring a global system model become intractable.

Substantial research effort has been directed towards modeling and control of urban traffic, which usually focus on mesoscopic models keeping track of link-level dynamics with local control strategies. Based on the linear-quadratic regulator (LQR) problem, traffic-responsive urban control [2] represents a multivariable feedback regulator approach for network-wide urban traffic control, which has been tested both via simulations and field implementations (see [3], [4]). Inspired by the max pressure routing scheme for wireless networks [5], many local traffic control schemes have been proposed for networks of signalized intersections (see [6], [7]), which involve evaluations at each intersection requiring information exclusively from adjacent links. Although the high level of detail in mesoscopic traffic models is desirable for simulation purposes, the increased model complexity results in complications for large-scale control, whereas local control strategies might not be able to operate properly under heavily congested conditions, as they do not protect the congested regions downstream. In fact, a local controller will send more vehicles towards congested city centers as this will locally decrease queue lengths in major
directions. Thus, strategies that might penalize a few intersections locally to get better global system performance should be investigated. Another disadvantage of sophisticated local controllers is the need for detailed information on link traffic states, which can be difficult to estimate or measure.

Considering severe model uncertainty, difficulty of instrumentation, and excessive computational burden associated with detailed link-level modeling and control methods that need to consider all intersections and traffic lights for managing traffic in the entire city, such traffic management approaches appear to be practically infeasible. As an alternative to these link-level approaches, network-level methods employing perimeter control (i.e., control with actuation over a set of traffic lights on the perimeter between two neighborhood-sized areas) are receiving increasing attention as practicable approaches for city-wide traffic control. Based on macroscopic modeling of heterogeneously congested urban road networks, perimeter control involves manipulation of macroscopic traffic flows (i.e., rate of vehicles transferring between neighborhood-sized areas). However, employing aggregated modeling and control approaches using only a small subset of all intersections as actuators, the perimeter control method shows substantial promise in alleviating congestion and improving mobility in large-scale urban networks.

In the first step of the method, a heterogeneously congested city-sized road network is partitioned into a set of regions with homogeneous distribution of congestion, enabling development of trustworthy and low-error macroscopic traffic models. Then, a set of traffic lights on the boundaries (i.e., at the perimeters of the regions) between the regions are instrumented to be used as the actuators that can manipulate vehicle flows between the regions. After installing sensors over the city to measure the number of vehicles in each region (possibly also their destination regions), it is possible to construct feedback perimeter control systems for managing traffic and improving mobility at the city scale. Using various control design techniques, many perimeter control (or gating) methods have been developed for single-region [8]–[10] and multi-region [11]–[14] urban networks.

Macroscopic fundamental diagram (MFD) of urban traffic emerged as the primary modeling tool enabling aggregated modeling and control approaches for large-scale traffic management. An urban region with roughly homogeneous accumulation (i.e., small spatial link density heterogeneity) can be modeled using the MFD, which provides a unimodal, low-scatter, and demand-insensitive relationship between accumulation and trip completion flow. MFD as a concept was first proposed in [15], and experimentally proven to exist with dynamic features for urban areas in [16].

Although a powerful modeling tool, the MFD has also complications that might undermine its accuracy in expressing urban traffic dynamics: (a) Heterogeneous distribution of accumulation, especially in congested conditions, leads to the loss of a well-defined MFD for the urban region (see [17]–[20]), (b) hysteresis phenomena leading to different behaviors in the MFD shape for the onset and offset of congestion (see [21], [22]). While
heterogeneously congested networks do not exhibit well-defined MFDs, using clustering methods the network can be partitioned into a set of homogeneously congested (i.e., with low link density variance) regions, which can result in a set of well-defined MFDs for each region (see [23]–[25]). Proper treatment of boundary queues with MFD-based dynamics also necessitates considering multi-region models. Despite its shortcomings, the MFD substantially reduces the complexity of traffic models by avoiding the need for considering the densities of individual links of the network, which number in the thousands for city-scale systems. Appearing thus as an efficient modeling tool for expressing aggregated traffic dynamics, the MFD enables estimation and control design for network-level urban road traffic management.

Design of MFD-based controllers and state estimators requires consideration of the following points: (a) Constraints on the traffic states and control inputs, (b) multivariable nonlinear dynamics of the MFD-based network model, (c) possibility of having access to future information (e.g., estimates of the trip demands based on historical data), (d) relatively large sampling times (around 1-2 minutes). These points strongly suggest the suitability of using optimization-based control and estimation methods, namely model predictive control (MPC) and moving horizon estimation (MHE).

MPC is an advanced control technique based on real-time repeated optimal control, having a critical advantage over other control methods with its ability to handle constraints systematically. A computationally efficient method for tackling infinite horizon, constrained optimal control problems (OCPs), MPC provides approximate solutions to such problems via solving a series of finite horizon open-loop OCPs in receding horizon fashion. At each sampling instant, using the current state of the system as initial state, the finite horizon OCP is solved to obtain a sequence of optimal controls, the first of which is applied to the system and the whole procedure is repeated in the next sampling instant. Discussions on important issues of MPC can be found in [26] and an overview of theoretical aspects is given in [27]. Employing a dynamical model and past measurements to optimize over state trajectories in a finite horizon window, the MHE method (see, e.g., [28]) is the state estimation counterpart to MPC, specifying an advanced state estimation technique involving constrained nonlinear optimization.

Application of MPC to traffic control problems saw increased interest in the ITS literature in the last decades. Many MPC based methods for various settings of traffic control have been proposed: Ramp metering for freeway networks, variable speed limits, integrated route guidance and variable speed limits for freeway networks, and signal control for urban networks [29]–[33].

MPC schemes with MFD-based prediction models for urban networks began to appear only recently in the literature. In the first work on this direction, a nonlinear MPC design is given for a two-region urban network equipped with perimeter control actuation [13]. For the cooperative control of a mixed transportation network consisting of a freeway and
two urban regions, an MPC scheme is proposed in [34]. A hybrid MPC formulation is
developed in [35] for an urban network equipped with both perimeter control systems and
switching signal timing plans. A model with heterogeneity dynamics is described in [36]
together with a hierarchical control system with MPC on the upper level. Considering
performance constraints on travel time and delay metrics, a model predictive perimeter
controller is designed in [37]. A multi-scale stochastic MPC is proposed in [38], with
connected vehicles as sensors. In [39] a two-level hierarchical MPC is designed, with
an MFD-based network-level centralized controller at the upper level and a distributed
control system with link-based models at the lower level.

Feedback controllers are usually combined with state estimators for enabling closed-loop
operation with noisy and indirect measurements on the system state. Literature on
state estimation for road traffic focuses mainly on freeway networks: A mixture Kalman
filter based on the cell transmission model is proposed in [40]. In [41], an extended
Kalman filter is designed for real-time state and parameter estimation for a freeway
network with dynamics described by the METANET model [42]. A particle filtering
framework is proposed in [43] for a second order freeway traffic model that is efficiently
parallelizable. Superiority of Lagrangian state estimation formulations over the Eulerian
case using extended Kalman filters for the Lighthill-Whitham and Richards (LWR) model
is reported in [44]. There is also some literature on urban traffic state estimation: In
[45] an unscented Kalman filter is designed based on a kinematic wave model modified
for urban traffic. An approach integrating the Kalman filter with advanced data fusion
techniques is taken by [46] for urban network state estimation. A data fusion based
extended Kalman filter is proposed in [47] for urban corridors based on the LWR model.

Works exploring actuation via route guidance with MFD-based models started appearing
relatively recently in the literature. Considering two-route network abstractions, simple
routing strategies are studied in [48]. MFD-based routing strategies are proposed in [20]
for grid network management without traffic lights. In [49] an MFD-based taxi dispatch
system is designed for improving taxi service quality. A route reservation method for
minimizing travel times is developed in [50]. Based on the assignment model in [51], an
iterative route guidance strategy is proposed in [52].

Considering the aforementioned works on traffic estimation and control, the following
directions can be identified that are not well explored in the literature: (i) Development
of state and parameter estimation methods considering large-scale traffic dynamics, (ii)
inversion of feedback perimeter control methods with MFD-based state estimation,
(iii) evaluation of MFD-based estimation and control schemes on detailed microscopic
simulations, (iv) integration of regional route guidance with perimeter control and path
assignment. The work contained in this dissertation is motivated by the possibility of
addressing these points by developing optimization-based identification, estimation, and
control methods using MFD-based models, which are detailed in the objectives.
1.2 Objectives

The overarching objective is to design road traffic control systems for improving mobility in large-scale urban networks. Aiming to provide high performance yet practicable solutions for city-scale congestion management, the dissertation contains approaches integrating macroscopic dynamical traffic modeling with optimization-based estimation and control.

The objectives can be categorized into two distinct groups: (i) Development of estimation and control methods for perimeter controlled urban networks, (ii) design of traffic management schemes employing regional route guidance actuation. Objectives of individual chapters according to dissertation structure are listed as follows:

Part I Optimal Perimeter Control and Estimation for Urban Networks

Chapter 2 Nonlinear MHE for a two-region MFDs system The objective is to introduce a nonlinear MHE scheme for a two region large-scale urban road network with dynamics described via MFD. Various measurement configurations (i.e., types of sensors) likely to be encountered in practice are considered, such as measurements on regional accumulations and transfer flows without origin-destination information, and results of their observability tests are presented. By providing accurate estimates of accumulation states and inflow demands, the proposed state estimator is expected to enable operation of feedback perimeter control schemes under situations of noisy and incomplete measurements.

Chapter 3 Identification, estimation, and control for large-scale networks The chapter involves designing a traffic management framework consisting of model-based identification, estimation, and control for city-scale road networks. The identification method should enable computation of the MFD parameters leading to small prediction errors for the network model. Furthermore, extending the work in chapter 2, nonlinear MHE and economic MPC schemes for a four region network are developed, making use of the MFD parameters obtained by the proposed identification method. The framework should enable designing city-level traffic control systems based on macroscopic dynamics, yielding both a method for obtaining the model parameters, and a combined estimation-control scheme capable of operation under noisy measurements.

Part II Large-scale Traffic Management via Regional Route Guidance

Chapter 4 Integration of route guidance and perimeter control The aim is to develop economic MPC schemes integrating perimeter control and regional route guidance actuation, which distributes traffic flows exiting a region over its neighboring regions. The MPC schemes should improve mobility in
heterogeneously congested large-scale urban road networks, and adding route
guidance is expected to yield improvements over using only perimeter control.

Chapter 5 Integration of route guidance and path assignment A hierarchical
traffic management scheme is proposed for large-scale congestion control
by integrating route guidance with assignment of vehicles to specific paths.
Extending the work in chapter 4, an economic MPC with route guidance
actuation at the upper-level is integrated with a path assignment mechanism
recommending sub-regional paths for vehicles to follow at the lower-level. The
scheme is expected to provide a practicable congestion management approach
for improving mobility in urban networks.

1.3 Contributions

Main contributions
Considering the motivation and objectives, main contributions of the dissertation for
each chapter can be listed as follows:

Part I Optimal Perimeter Control and Estimation for Urban Networks

Chapter 2 Nonlinear MHE for a two-region MFDs system A nonlinear MHE
scheme capable of OD inflow demand and accumulation state estimation is
proposed for a two-region large-scale urban network model with MFD-based
dynamics, together with four practically motivated measurement compositions.
Observability tests reveal that observability is retained for compositions with
limited or no measurements on OD-based information. This has practical
significance, since OD-based measurements are usually not available or difficult
to obtain in real-time. Extensive macroscopic simulations show that the
estimation performance of the proposed MHE scheme is fairly insensitive to
increasing noise variance, and is superior to an extended Kalman filter (EKF).
An important result is that the control performance of the combined MHE-
MPC scheme is virtually insensitive to increasing variance in measurement
noise, which is a practically relevant finding considering that perimeter control
schemes have to operate under noisy conditions in the field. Further simulations
revealed that assuming constant future demands in the MPC formulation
yields control performances practically identical to the case with perfect
demand information. Overall, the results indicate a strong potential towards
implementation of MFD-based perimeter control, since the proposed MHE-
MPC scheme is capable of high performance congestion management under
severe conditions of measurement noise, limited or no OD-based information,
and unknown future inflow demands.
Chapter 3 Identification, estimation, and control for large-scale networks A system identification method employing MFD-based dynamical model is introduced for model-based parameter estimation (MBPE) of large-scale urban networks. The method is based on the least squares prediction error approach, where the parameter estimation problem is cast as an optimization problem aiming to minimize the weighted least squares difference between the measurements and model predictions. Furthermore, MFD-based nonlinear MHE and economic MPC formulations are developed yielding a combined estimation and control framework for perimeter-controlled urban networks. The methods are applied to a four region urban network using detailed microscopic simulation experiments, with good estimation and control performance. These results specify the first application of optimization-based identification, estimation, and control methods in microscopic simulation tests involving MFD-based models with traffic states containing current and destination region information.

Part II Large-scale Traffic Management via Regional Route Guidance

Chapter 4 Integration of route guidance and perimeter control Economic MPC schemes using route guidance actuation are designed, together with a novel MFD-based urban network model. The chapter contains contributions in two aspects: (i) In the traffic modeling side a cyclic behavior prohibiting dynamic urban network model is proposed, with the potential of yielding more realistic simulation results compared to current MFD-based urban network models in the literature, (ii) in the control design aspect, integrating perimeter control and route guidance type actuators, economic nonlinear MPC schemes are developed for improving mobility in urban networks. Macroscopic simulation studies show the potential for substantial improvement in mobility through the use of route guidance, in comparison to control via perimeter control only. The results also reveal that since route guidance actuation cannot restrict flows, unlike perimeter control, it is unable to protect urban regions from severe congestion especially for cases with imperfect driver compliance.

Chapter 5 Integration of route guidance and path assignment A hierarchical traffic management scheme based on path assignment and route guidance is proposed, together with MFD-based regional and sub-regional dynamical traffic models. The chapter involves contributions in two aspects: (i) Based on integer linear programming (ILP), a path assignment mechanism is proposed that can translate upper-level and aggregated control actions (i.e. route guidance commands) into lower-level and disaggregated traffic decisions, (ii) heterogeneity effect and variable trip lengths are incorporated into the regional route guidance MPC framework. The proposed hierarchical scheme is evaluated in macroscopic simulations using a 49 sub-region network. The results indicate a great potential in making efficient use of network capacity via actuation over
paths and achieving improved mobility. Such a hierarchical traffic management scheme can potentially be implemented in real life applications for realizing macroscopic route guidance actuation.

Other contributions

In the period of the work towards the dissertation, a novel modeling and control approach for public transport operations was developed alongside the aforementioned main body of contributions on traffic estimation and control. A summary of the work is provided in the following.

Bus transport systems cannot retain scheduled headways without feedback control due to their unstable nature, leading to irregularities such as bus bunching, and ultimately to increased service times and decreased bus service quality. Traditional anti-bunching methods considering only regularization of spacings might unnecessarily slow down buses en route. Motivated by the importance of developing efficient modeling and control methods for public transport operations, in this work a mixed logical dynamical (MLD) systems approach is taken for developing bus speed control systems. The work contains contributions in two aspects: (i) For modeling, a computationally efficient MLD model is proposed, capable of capturing detailed dynamics of single line bus operations, involving interactions of bus motion and passenger flows between buses and stops. Taking 1 milliseconds per iteration, this bus system model can be used for simulation-based in-depth analyses of bus networks for evaluation of bus system management schemes. (ii) In the control aspect, a novel hybrid MPC is designed based on a simplified MLD bus system model for computational tractability. The hybrid MPC achieves consistently high bus system performance with a dual objective of spacing regularity and fast operation, by coordinating the buses operating on the line via manipulating their speeds in real time. By construction, the proposed MPC formulation results in convex mixed integer quadratic programming problems, enabling real-time feasible solutions with computation times less than 0.7 seconds. Performance of the hybrid MPC is compared to classical I- and PI-controllers from literature via simulations using the proposed MLD model. Results indicate the potential of the hybrid MPC in decreasing service times and improving headway regularity, even for decreased bus capacity values. Performance and real-time tractability of the proposed hybrid MPC suggest high value for practical applications. Preliminary results of this work are presented in:


The study is published as a stand-alone article as:


1.4 Structure

This dissertation consists of 6 chapters, which are briefly described in the following. The main 4 chapters (excluding chapters 1 and 6) are organized into 2 parts. Part I includes chapters 2 and 3, focusing on optimization-based control, estimation, and identification methods employing macroscopic traffic models for mobility improvement in perimeter controlled urban road networks. Part II includes chapters 4 and 5, containing development of large-scale traffic management schemes integrating route guidance-based economic MPC with perimeter control and path assignment, respectively. Each chapter is a complete stand-alone research article including an abstract, introduction, methodology, results, and conclusion with its own notation.

Chapter 2 contains a nonlinear MHE design for a perimeter controlled urban network with dynamics described as a two-region MFDs system. Various practical measurement configurations are presented, along with results of their observability tests. Extensive macroscopic simulations are used to compare the proposed method with an EKF with respect to state estimation and control performance. Preliminary results of this work are presented in:

- I. I. Sirmatel and N. Geroliminis, “Moving horizon demand and state estimation for model predictive perimeter control of large-scale urban networks”, in 18th European Control Conference (ECC), IEEE, 2019, pp. 3650–3655. DOI: 10.23919/ECC.2019.8795828 [58]
Chapter 2 is a stand-alone article published as:


In chapter 3 a traffic management framework consisting of optimization-based identification, estimation, and control methods is developed for large-scale urban networks using MFD-based dynamical models. The identification procedure is used to obtain MFD parameters, which are then used in the dynamical models embedded in the combined state estimation and control scheme. Microscopic simulation studies on a four region urban network demonstrate operation of the framework. Chapter 3 is the last study performed during the work towards the dissertation. Preliminary results of the study are under review as:

- I. I. Sirmatel and N. Geroliminis, “Model-based identification, estimation, and control for large-scale urban road networks”, in *19th European Control Conference (ECC)*, IEEE, under review [60],

while a journal article is under preparation.

Chapter 4 includes economic MPC designs integrating perimeter control with route guidance, and a cyclic behavior prohibiting MFD-based urban network model. Macroscopic simulation studies are used to demonstrate control performance of the various actuation schemes and effect of driver compliance to route guidance commands. Preliminary results of this work are presented in:

- I. I. Sirmatel and N. Geroliminis, “Model predictive control of large-scale urban networks via perimeter control and route guidance actuation”, in *55th IEEE Conference on Decision and Control (CDC)*, IEEE, 2016, pp. 6765–6770. DOI: 10.1109/CDC.2016.7799311 [61]

Chapter 4 is a stand-alone article published as:

- I. I. Sirmatel and N. Geroliminis, “Economic model predictive control of large-scale urban road networks via perimeter control and regional route guidance”, *IEEE
In chapter 5 a hierarchical traffic control scheme is developed, integrating regional route guidance-based economic MPC and a sub-regional path assignment mechanism, for improving mobility in large-scale networks, together with MFD-based regional and sub-regional traffic models. Operation of the hierarchical scheme is demonstrated by macroscopic simulations with a network containing 49 sub-regions. In this study, the first author contributed the low-level modeling and path assignment approaches, while the second author contributed the economic MPC method. Preliminary results of this work are presented in:


Chapter 5 is a stand-alone article published as:


Finally, chapter 6 contains conclusions of the dissertation together with the summaries of the main contributions, discussions on potential practical applications, and directions for future research.
Part I

Optimal perimeter control and estimation for urban networks
Chapter 2

Nonlinear MHE for a two-region MFDs system

2.1 Introduction

Most works in the literature on perimeter control assume that: a) Current values of accumulations $n_{ij}(t)$ and inflow demands $q_{ij}(t)$ (with $i$ and $j$ denoting the current and destination regions, respectively) are known (i.e., measured perfectly), b) future trajectories of inflow demands $q_{ij}(t)$ are available. Such assumptions are problematic for practice due to following reasons: 1) Measurements are corrupted by noise, 2) measuring $n_{ij}(t)$ or $q_{ij}(t)$ might be impossible, costly, or problematic due to privacy reasons, as they require information on the origins and destination of drivers, 3) assuming that future values of $q_{ij}(t)$ are known is unrealistic, as it is impossible to know OD demands exactly in advance. We address the first two shortcomings directly in this chapter by a nonlinear MHE scheme. Employing a dynamical model and past measurements to optimize over state trajectories in a finite horizon window, the MHE method specifies an advanced state estimation technique involving constrained nonlinear optimization. The method is integrated with a model predictive perimeter control scheme to provide a practicable traffic management framework, able to deal with cases of noisy measurements and lack of availability of information on $n_{ij}(t)$ and/or $q_{ij}(t)$.


Literature review is not included here; it is given for the whole dissertation in chapter 1.
2.2 Modeling of a two-region urban network

Consider a heterogeneous urban road network that can be partitioned into 2 homogeneous regions (see fig. 2.1). Each region $i$, with $i \in \{1, 2\}$, has a well-defined outflow MFD $G_i(n_i(t))$ (veh/s), which is the outflow (i.e., trip completion flow) at accumulation $n_i(t)$. The flow of vehicles appearing in region $i$ and demanding trips to destination $j$ (i.e., origin-destination (OD) inflow demand) is $q_{ij}(t)$ (veh/s), whereas $n_{ij}(t)$ (veh) is the accumulation in region $i$ with destination $j$, while $n_i(t) = \sum_{j=1}^{2} n_{ij}(t)$ is the regional accumulation at time $t$. Between the two regions there exists perimeter control actuators $u_{12}(t)$ and $u_{21}(t) \in [u_{\text{min}}, u_{\text{max}}]$ (with $0 \leq u_{\text{min}} < u_{\text{max}} \leq 1$), that can restrict transfer flows. Dynamics of a 2-region MFDs network is [13]:

\begin{align}
\dot{n}_{11}(t) &= q_{11}(t) + M_{21}(t) - M_{11}(t) \\
\dot{n}_{12}(t) &= q_{12}(t) - M_{12}(t) \\
\dot{n}_{21}(t) &= q_{21}(t) - M_{21}(t) \\
\dot{n}_{22}(t) &= q_{22}(t) + M_{12}(t) - M_{22}(t),
\end{align}

while $M_{ii}(t)$ and $M_{ij}(t)$ express the exit (i.e., vehicles disappearing from the network) and transfer flows (i.e., vehicles transferring between regions), respectively:

\begin{align}
M_{ii}(t) &= \frac{n_{ii}(t)}{n_i(t)} G_i(n_i(t)) \quad \forall i \in \{1, 2\} \tag{2.2a} \\
M_{ij}(t) &= u_{ij}(t) \frac{n_{ij}(t)}{n_i(t)} G_i(n_i(t)) \quad \forall i \in \{1, 2\}, j \neq i. \tag{2.2b}
\end{align}

It is important to note here that the above expressions for $M_{ii}(t)$ and $M_{ij}(t)$ involve approximating the outflow MFD $G_i(n_i(t))$ as the ratio of a production MFD $P_i(n_i(t))$ (veh.m/s) and a regional average trip length $l_i$ (m) (that is assumed to be constant and OD-independent). Accumulation-based models can be improved using flows involving
OD-dependent trip lengths, which can be done, e.g., by rewriting eq. (2.2b) as follows:

\[ M_{ij}(t) = n_{ii}(t) \frac{P_i(n_i(t))}{l_{ij}}, \]

(2.3)

where \( l_{ij} \) (m) is the average trip length traveled inside region \( i \) for trips from \( i \) to \( j \).

Details of such models (and their extensions) can be found in [52] and [36]. In [16] the assumption of outflow being approximately equal to production divided by trip length was tested with real data without any OD information. Although the \( P_i(n_i(t))/l_i \) approximation for outflow yields accumulation-based models that are adequate for control design with simplified system dynamics without delays, it should not be considered as a universal law. For example, strong demand fluctuations forming fast evolving transients can affect the distribution of trip lengths in a region at a specific time, possibly creating inaccuracies in \( P_i(n_i(t))/l_i \) approximation of outflow.

All trips inside a region are assumed to have similar trip lengths (i.e., the origin and destination of the trip does not affect the distance traveled by a vehicle). Simulation and empirical results [16] suggest the possibility of approximating the MFD by an asymmetric unimodal curve skewed to the right (i.e., the critical accumulation \( n_{cr}^i \), for which \( G_i(n_i(t)) \) is at maximum, is less than half of the jam accumulation \( n_{jam}^i \) that puts the region in gridlock). Thus, \( G_i(n_i(t)) \) can be expressed using a third degree polynomial in \( n_i(t) \):

\[ G_i(n_i(t)) = a_i n_i^3(t) + b_i n_i^2(t) + c_i n_i(t), \]

(2.4)

where \( a_i, b_i, \) and \( c_i \) are known parameters (which are to be extracted from historical data in practice). Multi-region dynamical modeling formulations for urban networks with more than two regions can be found in [36], [63].

### 2.3 Optimal estimation and control

#### 2.3.1 Modeling for demand estimation

Obtaining accurate real-time information on inflow demands \( q_{ij}(t) \) is difficult in practice; such measurements are either unavailable or highly noisy. Circumventing this problem is possible through including inflow demands in the state estimation procedure. Towards this end we define the inflow demand terms \( q_{ij}(t) \) as state variables, yielding the augmented dynamical system:

\[
\begin{bmatrix}
\dot{n}(t) \\
\dot{u}(t) \\
\dot{q}(t)
\end{bmatrix} =
\begin{bmatrix}
\tilde{f}_n(n(t), q(t), u(t)) \\
\tilde{f}_u(u(t)) \\
\delta(t)
\end{bmatrix},
\]

(2.5)
where \( n(t) \) contains the accumulations \( n_{ij}(t) \)

\[
n(t) = [n_{11}(t) \ n_{12}(t) \ n_{21}(t) \ n_{22}(t)]^T,
\]

(2.6)

\( q(t) \) contains the inflow demands \( q_{ij}(t) \)

\[
q(t) = [q_{11}(t) \ q_{12}(t) \ q_{21}(t) \ q_{22}(t)]^T,
\]

(2.7)

\( u(t) \) contains the perimeter controls

\[
u(t) = [u_{12}(t) \ u_{21}(t)]^T,
\]

(2.8)

whereas \( f_n(\cdot) \) is the dynamics given in eq. (2.1), while \( \mathbf{0} \) is a vector of zeros (expressing that the inflow demands are assumed to be constant in time).

Note that, to facilitate formulations related to state estimation, the perimeter controls \( u_{12}(t) \) and \( u_{21}(t) \) are defined here as state variables, with the actual control input vector being \( \delta(t) = [\delta_{12}(t) \ \delta_{21}(t)]^T \). The reason is that, state estimation is assumed to be conducted before computing the control input, thus during state estimation at time step \( t \) it is impossible to access \( u(t) \) as it is not available yet.

Considering additive process noise \( w(t) \), and measurements \( y(t) \) corrupted by noise \( v(t) \), we can write the dynamics and measurement as:

\[
\begin{align*}
\dot{x}(t) &= f(x(t), \delta(t)) + w(t) \\
y(t) &= h(x(t)) + v(t),
\end{align*}
\]

(2.9, 2.10)

where \( x(t) \) is the augmented state

\[
x(t) = [n(t)^T \ u(t)^T \ q(t)^T]^T,
\]

(2.11)

\( f(\cdot) \) is the augmented dynamical system given in eq. (2.5), \( h(\cdot) \) is the measurement equation, while \( w(t) \) contains unknown disturbances (i.e., process noise) expressing plant-model mismatch:

\[
\begin{align*}
w(t) &= [w_n(t)^T \ \mathbf{0}^T]^T \\
w_n(t) &= [w_{n_{11}}(t) \ w_{n_{12}}(t) \ w_{n_{21}}(t) \ w_{n_{22}}(t)]^T,
\end{align*}
\]

(2.12)

where \( w_{n_{ij}}(t) \sim \mathcal{N}(0, \sigma_{w,n}^2) \) is white Gaussian noise, modeling uncertainty in the dynamics \( f_n(\cdot) \). As the inflow demands are modeled as constant parameters, their dynamics are assumed to be unaffected by process noise, whereas perimeter controls are directly manipulated by the controller without any associated uncertainty, thus these two terms have their associated process noise terms equal to 0.
2.3.2 Measurement compositions and observability

Measurement configurations

Measurements available in an application dictate which state variables can be included in the dynamical model that is used to design model-based estimation and control schemes. In this section we present some measurement configurations likely to be encountered in practice of large-scale urban road network management. The important question of whether the traffic state can be determined from available measurements (i.e., observability) will be tackled in the next section.

Measurements on accumulations \( n_{ij}(t) \)

One straightforward measurement configuration involves simply measuring all accumulations \( n_{ij}(t) \):

\[
y_{\alpha}(t) = h_{\alpha}(x(t)) + v_{\alpha}(t) \\
\begin{align*}
h_{\alpha}(x(t)) &= n(t) \\
v_{\alpha}(t) &= [v_{n_{i1}}(t) \ v_{n_{i2}}(t) \ v_{n_{21}}(t) \ v_{n_{22}}(t)]^T,
\end{align*}
\]

(2.13)

where \( v_{n_{ij}}(t) \sim \mathcal{N}(0, \sigma_{v,n_{ij}}^2) \) is white Gaussian noise, modeling measurement noise of \( n_{ij}(t) \). While in most works on MFD-based control it is assumed that measurements on \( n_{ij}(t) \) are available, this might be difficult in practice with conventional sensors, since measuring \( n_{ij}(t) \) requires drivers to report their destination at the start of the trip.

Measurement on regional accumulations \( n_i(t) \) and transfer flows \( M_{ij}(t) \)

Compared to \( n_{ij}(t) \), regional accumulations \( n_i(t) \) and transfer flows \( M_{ij}(t) \) are easier to measure as they require loop detectors only (dispersed inside a region for \( n_i(t) \) and placed at the boundary between regions for \( M_{ij}(t) \)). Thus, a more practical measurement configuration involves measuring \( M_{ij}(t) \) and \( n_i(t) \):

\[
y_{\beta}(t) = h_{\beta}(x(t)) + v_{\beta}(t) \\
\begin{align*}
h_{\beta}(x(t)) &= [n_1(t) \ n_2(t) \ M_{12}(t) \ M_{21}(t)]^T \\
v_{\beta}(t) &= [v_{n_1}(t) \ v_{n_2}(t) \ v_{M_{12}}(t) \ v_{M_{21}}(t)]^T,
\end{align*}
\]

(2.14)

where \( v_{n_i}(t) \sim \mathcal{N}(0, \sigma_{v,n_i}^2) \) and \( v_{M_{ij}}(t) \sim \mathcal{N}(0, \sigma_{v,M_{ij}}^2) \) are white Gaussian noise terms, modeling measurement noise of \( n_i(t) \) and \( M_{ij}(t) \), respectively.
Measurements on inflow demands $q_{ij}(t)$

In some well-instrumented applications it might be possible to measure all $q_{ij}(t)$ terms:

$$y_\gamma(t) = h_\gamma(x(t)) + v_\gamma(t)$$

$$h_\gamma(x(t)) = q(t)$$

$$v_\gamma(t) = v_q(t),$$

where $v_\gamma(t)$ is the noise associated with $q_{ij}(t)$:

$$v_q(t) = [v_{q_{11}}(t) \ v_{q_{12}}(t) \ v_{q_{21}}(t) \ v_{q_{22}}(t)]^T,$$

where $v_{q_j}(t) \sim \mathcal{N}(0, \sigma_{v_q}^2)$ is white Gaussian noise, modeling measurement noise of $q_{ij}(t)$.

Measurements on regional inflow demands $q_i(t)$

Some applications might involve access to measurements on $q_i(t)$ instead of $q_{ij}(t)$ (e.g., when GPS information is collected for a sample of vehicles):

$$y_\zeta(t) = h_\zeta(x(t)) + v_\zeta(t)$$

$$h_\zeta(x(t)) = \begin{bmatrix} q_{11}(t) + q_{12}(t) \\
q_{21}(t) + q_{22}(t) \end{bmatrix}$$

$$v_\zeta(t) = \begin{bmatrix} v_{q_1}(t) \\
v_{q_2}(t) \end{bmatrix},$$

where $v_{q_i}(t) \sim \mathcal{N}(0, \sigma_{v,q_i}^2)$ is white Gaussian noise, modeling measurement noise of $q_i(t)$.

Measurement compositions and observability test

Availability of measurements affects the possibility of observing the system state, which is related to the observability property of a dynamical system. Roughly stated, observability is about whether the state can be uniquely determined based on the measurements or not. A dynamical system (i.e., $f(\cdot)$ and $h(\cdot)$) has to be observable in order to do estimation. Observability of nonlinear systems can be checked using the observability rank condition developed in [66]. For input-affine systems (such as eq. (2.5)), which can be written as:

$$\dot{x}(t) = f(x) + \sum_{j=1}^{m} g_j(x(t))u_j(t)$$

$$y_i(t) = h_i(x(t)), \ i = 1, \ldots, p,$$

where $x \in \mathbb{R}^l$ is the state, $u_j \in \mathbb{R}$ (with $j = 1, \ldots, m$) are control inputs, and $y_i \in \mathbb{R}$ (with $i = 1, \ldots, p$) are the measurements, it is possible to use a simpler form of the rank condition, as included in the software package developed in [67] or presented in an algorithm given in [68]. This observability test involves constructing the observability
codistribution [67]:
\[
\Omega_O = \langle f, g_1, \ldots, g_m \mid \text{span}\{dh_1, \ldots, dh_p\}\rangle,
\]  
(2.18)
and checking its rank. If the rank of \(\Omega_O\) is equal to \(l\) (i.e., dimension of the state \(x\)), then the observability rank condition is satisfied [67], [68], indicating that the system is locally weakly observable (see §3 in [66] for details).

To check observability of the two-region MFD-based urban network dynamics, we conducted tests for four measurement compositions based on the configurations given earlier:

\[
h_1(x(t)) = \begin{bmatrix} h_\alpha(x(t)) \\ h_\gamma(x(t)) \\ u(t) \end{bmatrix}, \quad h_2(x(t)) = \begin{bmatrix} h_\alpha(x(t)) \\ h_\zeta(x(t)) \\ u(t) \end{bmatrix}, \\
\quad h_3(x(t)) = \begin{bmatrix} h_\beta(x(t)) \\ h_\gamma(x(t)) \\ u(t) \end{bmatrix}, \quad h_4(x(t)) = \begin{bmatrix} h_\beta(x(t)) \\ h_\zeta(x(t)) \\ u(t) \end{bmatrix},
\]  
(2.19)
where the compositions are: a) \(h_1\) (with accumulations \(n_{ij}(t)\) and inflow demands \(q_{ij}(t)\)), b) \(h_2\) (with accumulations \(n_{ij}(t)\) and regional inflow demands \(q_i(t)\)), c) \(h_3\) (with regional accumulations \(n_i(t)\), transfer flows \(M_{ij}(t)\), and inflow demands \(q_{ij}(t)\)), d) \(h_4\) (with regional accumulations \(n_i(t)\), transfer flows \(M_{ij}(t)\), and regional inflow demands \(q_i(t)\)). Note that the perimeter controls \(u(t)\) are included in all compositions; they are known and thus need not be measured. Observability tests are done using the ProPac package [67] of the computer algebra tool Mathematica, where observability rank condition is checked for the dynamics eq. (2.5) and each measurement composition. In all four cases the observability rank condition is satisfied according to the results obtained from ProPac.

Since measurement configurations involving limited (i.e., \(h_2\) and \(h_3\)) or no OD-based information (i.e., \(h_4\)) still yield observability, it is possible to design state estimators to reconstruct \(n_{ij}(t)\) and \(q_{ij}(t)\) from measurements. Deployment of traffic control schemes involving feedback on \(n_{ij}(t)\) and \(q_{ij}(t)\) is thus possible with state estimation even if these cannot be measured. This has important implications for practice, since \(n_{ij}(t)\) and \(q_{ij}(t)\) are difficult to measure.

### 2.3.3 Moving horizon estimation

We formulate the problem of finding state estimate trajectories for a moving time horizon extending a fixed length into the past, striking a trade-off between measurements and
the prediction model, as the following nonlinear MHE problem:

$$\begin{align*}
\text{minimize} & \quad \sum_{k=-N_e}^{-1} \| w_k \|^2_Q + \sum_{k=-N_e}^{0} \| v_k \|^2_R \\
\text{subject to} & \quad \text{for } k = -N_e, \ldots, 0 : \\
& \quad v_k = y_{t+k}(t) - h(x_k) \\
& \quad \text{for } k = -N_e, \ldots, -1 : \\
& \quad x_{k+1} = F(x_k, \delta_{t+k}(t), T_e) + w_k \\
& \quad \text{for } k = 1, \ldots, N_e : \\
& \quad \text{a)} \quad 0 \leq n_{ij,k} \quad \forall i, j \in \{1, 2\} \\
& \quad \text{b)} \quad n_{i,k} \leq n_{i,jam} \quad \forall i \in \{1, 2\} \\
& \quad \text{c)} \quad 0 \leq q_{ij,k} \leq \bar{q}_{ij} \quad \forall i, j \in \{1, 2\},
\end{align*}$$

where $k$ is the time interval counter internal to the MHE, $N_e$ is the horizon of the MHE (i.e., estimation horizon), $t$ is the current time step, $Q$ and $R$ are weighting matrices on the process and measurement noise, respectively, $w_k$, $v_k$, and $x_k$ are the process noise, measurement noise, and state vectors, for the time interval $k$, respectively, $h(\cdot)$ is the measurement equation (one of the four given in eq. (2.19)), $F$ is the discrete-time version of the dynamics given in eq. (2.9) with MHE sampling time $T_e$, whereas $\{y_{t+k}(t)\}_{k=-N_e}^{0}$ and $\{\delta_{t+k}(t)\}_{k=-N_e}^{-1}$ are past measurement and control input trajectories available at time step $t$, respectively, while $n_{ij,k}$, $n_{i,k}$, and $q_{ij,k}$ are the accumulation, regional accumulation, and inflow demand state variables internal to the MHE, respectively, with the constraints expressing their physical or known limits: a) accumulations are non-negative, b) regional accumulations cannot exceed jam accumulation, c) inflow demands are non-negative and cannot exceed some known upper bound $\bar{q}_{ij}$. 
2.3.4 Model predictive control

We formulate the problem of finding the control inputs that minimize total time spent (TTS) for a finite horizon as the following economic MPC problem (based on [13]):

\[
\begin{align*}
\text{minimize} & \quad T \cdot \sum_{k=0}^{N_c} \sum_{i=1}^{2} \sum_{j=1}^{2} n_{ij,k} \\
\text{subject to} & \quad n_0 = \hat{n}_t(t) \\
& \quad u_0 = u(t - T_c) \\
& \quad |\delta_0| \leq \Delta_u \\
& \quad \text{for } k = 0, \ldots, N_c - 1: \\
& \quad n_{k+1} = F_n(n_k, \hat{q}_t(t), u_k, T_c) \\
& \quad u_{k+1} = F_u(\delta_k, T_c) \\
& \quad u_{\text{min}} \leq u_k \leq u_{\text{max}} \\
& \quad \text{for } k = 1, \ldots, N_c: \\
& \quad 0 \leq n_{ij,k} \quad \forall i \in \{1, 2\} \\
& \quad \sum_{j=1}^{2} n_{ij,k} \leq n_{i,\text{jam}} \quad \forall i \in \{1, 2\},
\end{align*}
\]

where \( k \) is the time interval counter internal to the MPC, \( N_c \) is the horizon of the MPC (i.e., prediction horizon), \( \hat{n}_t(t) \) and \( \hat{q}_t(t) \) are the information (either measured or estimated) available at time step \( t \) on the states \( n(t) \) and \( q(t) \) (with \( t \) being the current time step), \( \Delta_u \) is the rate limiting parameter on control inputs, \( n_k, u_k, \) and \( \delta_k \), the accumulation state, perimeter control state, and control input vectors internal to the MPC, respectively, \( F_n \) and \( F_u \) are the discrete-time version of the corresponding dynamics given in eq. (2.5) with MPC sampling time \( T_c \), whereas \( n_{ij,k} \) and \( n_{i,k} \) are the accumulation and regional accumulation state variables internal to the MPC. Note that future inflow demands for the prediction horizon are assumed to be constant and fixed to their estimated value. This assumption is analyzed in a later section.

The optimization problems given in eqs. (2.20) and (2.29) are nonconvex nonlinear programs, which can be solved efficiently via, e.g., sequential quadratic programming or interior point solvers (for details, see [69]).

Integrated state estimation and control

For the combined state estimation and perimeter control of large-scale urban networks, we propose a traffic management scheme integrating MHE and MPC, given in eqs. (2.20) and (2.29). Operation of the scheme is formalized in algorithm 1. We are interested in investigating how measurement errors, types of measurement and quality of estimation
(or even no estimation) influence performance of the MFD-based controllers. This is clearly an important aspect that deserves investigation before moving to field applications of MFD-based control.

Algorithm 1 Operation of state estimation and control.

At plant time step $t_p = 0$, initialize simulation from $x(0)$.

1) At each MHE time step $t_e$ (with $t_e \in T_e \cdot \mathbb{Z}_{\geq 0}$), given past measurements $\{y(t_e - k)\}_{k=0}^{N_e}$ and control inputs $\{\delta(t_e - k)\}_{k=0}^{N_e}$, solve the MHE problem (2.20) to obtain the state estimates $\{\hat{x}_{t_e-k}(t_e)\}_{k=0}^{N_e}$.

2) At each MPC time step $t_c$ (with $t_c \in T_c \cdot \mathbb{Z}_{\geq 0}$), given the most current state estimate $\hat{x}_{t_c}(t_c)$, solve the MPC problem (2.29) to obtain control inputs $\{\delta_{t_c+k}(t_c)\}_{k=0}^{N_c-1}$.

3) At each plant time step $t_p$ (with $t_p \in T_p \cdot \mathbb{Z}_{\geq 0}$), apply the most current control input $\delta_{t_c}(t_c)$ (with $t_c \leq t_p$) to the plant; if simulating, evolve system dynamics given in eq. (2.5) discretized in time with plant sampling time $T_p$.

Repeat steps 1, 2, and 3 for $t_p \in T_p \cdot \mathbb{Z}_{\geq 0}$ up to $t_{\text{final}}$.

2.4 Results

2.4.1 Congested scenario

All simulations are conducted on a 2-region urban network with the simulation model given in eq. (2.9) for representing the reality. The regions have the same MFD, with the parameters $a_i = 4.133 \cdot 10^{-11}$, $b_i = -8.282 \cdot 10^{-7}$, $c_i = 0.0042$, jam accumulation $n_{i,jam,i} = 10^4$ (veh), critical accumulation $n_{i,cr} = 3.4 \cdot 10^3$ (veh), maximum outflow $G(n_{i,cr}) = 6.3$ (veh/s), for $i = \{1, 2\}$, which are consistent with the MFD observed in a part of downtown Yokohama (see [16]).

The dynamics are discretized with the Runge–Kutta method with a plant sampling time of $T_p = 5$ s for simulation, while the sampling times of estimation and control are $T_e = 10$ s and $T_c = 90$ s, respectively (with the control sampling time reflecting a realistic value for traffic light cycle time). The MHE and MPC schemes are built using direct multiple shooting [70], while implementation is done using MPCTools [71], which is an interface to CasADi [72], with IPOPT [73] as solver, in MATLAB 8.5.0 (R2015a), on a 64-bit Windows PC with 3.6-GHz Intel Core i7 processor and 16-GB RAM. Horizons MHE and MPC are both chosen as 30 minutes, following the MPC tuning results [13]. Tuning for MHE is given in a later section. The perimeter controls are bounded as $0.1 \leq u_{ij}(t) \leq 0.9$, with a rate limit of $\Delta u = 0.1$. Simulation length is $t_{\text{final}} = 240$ minutes.

Standard deviations of the process and measurement noise are chosen as $\sigma_{w,n} = 0.5$ veh/s, $\sigma_{v,ni} = 1000$ veh, $\sigma_{v,qi} = 0.5$ veh/s, $\sigma_{v,ni} = 1000$ veh, $\sigma_{v,Mi} = 1$ veh/s, $\sigma_{v,qi} = 0.5$ veh/s, specifying severe measurement and process noise conditions. Weighting matrices of the MHE (i.e., $Q$ and $R$) contain the inverses of these values, to reflect the fact that the stage cost terms related to the process and measurement noises should be weighted inversely
proportional to the associated amount of uncertainty (that is, e.g., the measurements should be trusted more if the measurement noise has a lower variance).

Control performance is evaluated using average time spent per vehicle (TSPV), defined for a single experiment as:

$$TSPV = \sum_{t=1}^{t_{final}} \sum_{i=1}^{2} \sum_{j=1}^{2} \frac{n_{ij}(t)}{q_{ij}(t)},$$  \hspace{1cm} (2.40)

while for estimation performance we define two metrics based on the root-mean-square estimation error, one for $n_{ij}(t)$ and the other for $q_{ij}(t)$:

$$\text{RMSE}_n = \frac{1}{4} \sum_{i=1}^{2} \sum_{j=1}^{2} \sqrt{\frac{\sum_{t=1}^{t_{final}} (n_{ij}(t) - \hat{n}_{ij}(t))^2}{t_{final}}},$$  \hspace{1cm} (2.41)

$$\text{RMSE}_q = \frac{1}{4} \sum_{i=1}^{2} \sum_{j=1}^{2} \sqrt{\frac{\sum_{t=1}^{t_{final}} (q_{ij}(t) - \hat{q}_{ij}(t))^2}{t_{final}}},$$  \hspace{1cm} (2.42)

where $\hat{n}_{ij}(t)$ and $\hat{q}_{ij}(t)$ are the estimates computed by the MHE at time $t$, for $n_{ij}(t)$ and $q_{ij}(t)$, respectively.

In the congested scenario, the network is uncongested at the beginning, but faces increased inflow demands as time progresses. For the four measurement compositions with the proposed MHE-MPC method (with inflow demands fixed to their estimated values at time $t$ for the prediction horizon of the MPC), the results are given in figs. 2.2 to 2.6, which contain the true, estimated, and when applicable, measured trajectories of accumulations $n_{ij}(t)$, inflow demands $q_{ij}(t)$, regional accumulations $n_i(t)$, transfer flows $M_{ij}(t)$, and regional inflow demands $q_i(t)$, true trajectories of regional accumulations $n_i(t)$, regional outflows $G_i(t)$, trip completion flows $M_{ii}(t)$, and perimeter controls $u_{ij}(t)$, together with the active parts of the outflow MFDs. A summary of more detailed results is given in table 2.1, which shows control and estimation performance metrics together with CPU times for the MHE and MPC, for the four measurement composition cases comparing an extended Kalman filter (EKF) with the proposed MHE method (both using MPC as the controller), together with a no control case (with perimeter controls fixed to their maximum value of 0.9), and a $y$-MPC case representing MPC directly using measurements of $n_{ij}(t)$ (i.e., without state estimation).

The results in figs. 2.2 to 2.6 suggest that the proposed MHE-MPC scheme is successful in managing congestion even under severe noise conditions with measurements having partial information (i.e., $h_2$, $h_3$, and $h_4$, given in eq. (2.19)). For the $h_1$ case depicted in fig. 2.2, despite the significant measurement noise present in both in $q_{ij}(t)$ and $n_{ij}(t)$ (with $\sigma_{v,q_{ij}} = 0.5$ veh/s and $\sigma_{v,n_{ij}} = 1000$ veh), the estimation errors are small resulting in high control performance. From the $y$-MPC results (i.e., MPC without MHE) in figures (i) and (j) in fig. 2.2, it can be observed that without estimation the network reaches congested
Figure 2.2 – Results of the congested scenario using $h_1$ with the combined MHE-MPC scheme: Accumulations (a) $n_{11}(t)$, (b) $n_{12}(t)$, (c) $n_{21}(t)$, (d) $n_{22}(t)$; inflow demands (e) $q_{11}(t)$, (f) $q_{12}(t)$, (g) $q_{21}(t)$, (h) $q_{22}(t)$; regional accumulations (i) $n_1(t)$ and $n_2(t)$; regional outflows (j) $G_1(n_1(t))$ and $G_2(n_2(t))$; trip completion flows (k) $M_{11}(t)$ and $M_{22}(t)$; perimeter controls (l) $u_{12}(t)$ and $u_{21}(t)$, with dashed lines in (i) to (l) denoting $y$-MPC results.

states and there is a significant loss of capacity for region. This is evidenced also by the network experiencing near-gridlock conditions for the no control (in region 1) and $y$-MPC (in region 2) cases, as can be seen in fig. 2.6. This indicates the importance of estimation for high performance congestion management. Interestingly, as seen from figures (i) and (l) in fig. 2.2, the MPC decides to let region 2 reach congested states before restricting flows by decreasing $u_{12}$. This highlights that due to the high level of complexity of urban networks, standard and simple control approaches (e.g., keeping the city center at the critical accumulation) might have counter-productive or non-intuitive results with worse performance. Similar conclusions can be drawn for the control actions for measurement types $h_2$ to $h_4$ as shown in figs. 2.3 to 2.5. From fig. 2.3 it can be seen for $h_2$ that since $q_{ij}(t)$ is not measured, there is clearly higher error in the estimation of $q_{ij}(t)$ compared to the $h_1$ case (where $q_{ij}(t)$ are measured). Nevertheless, the control performance is similar quality, as $n_{ij}(t)$ and $n_{ij}(t)$ are estimated with a level of accuracy similar to $h_1$. An interesting observation based on fig. 2.5 is that even with the very limited information present in $h_4$ involving only $n_i(t)$, $M_{ij}(t)$, and $q_i(t)$ measurements, it is still possible to estimate $n_{ij}(t)$ with high accuracy, and despite the increased estimation errors in $q_{ij}(t)$, the control performance is similar to $h_1$. Overall, the results indicate substantial potential towards real-world implementation of model predictive perimeter control schemes, where OD-based information and future demands might be unavailable and measurements might be corrupted with large amounts of noise. Furthermore, from the results in table 2.1 it
can be observed that while EKF performance (both estimation and control) suffers from measurement compositions with limited information (i.e., especially $h_2$ and $h_4$), MHE seems to be insensitive to the effects of limited information. Furthermore, the results indicate real-time feasibility of the MHE and MPC schemes, as their CPU times of about 1.2 and 0.5 seconds are roughly negligible compared to their sampling times of 10 and 90 seconds, respectively. It is important to note here that a direct quantitative comparison between the four measurement compositions is impossible simply because they involve different measurements, the noise levels of which are not comparable. We also tested accumulation-based models using eq. (2.3), the results of which are omitted since they yielded results similar to those presented here.

### 2.4.2 Sensitivity to noise intensity

Changing measurement noise intensity is expected to affect estimation and control performance. This effect is examined by a sensitivity analysis, where a set of 50 randomly generated scenarios (each with a different inflow demand profile with moderate to high demands) is tested under the same conditions with the congested scenario (with the exception of sampling times, which are all chosen as 90), varying only the standard deviations of measurement noise: $\sigma_{v,n_{ij}}$ from 100 veh to 1000 veh for the $h_1$ and $h_2$ cases; $\sigma_{v,n_i}$ from 100 veh to 1000 veh and $\sigma_{v,M_{ij}}$ from 0.1 veh/s to 1 veh/s ($\sigma_{v,n_i}$ and $\sigma_{v,M_{ij}}$...
changed together) for \( h_3 \) and \( h_4 \).

The results are shown in figs. 2.7 to 2.9, depicting RMSE\(_{n1} \), RMSE\(_q \), and TSPV, respectively, as a function the measurement noise standard deviations. As expected, the results suggest degradation in estimation performance with increasing noise levels. Inflow demand estimation performance (i.e., RMSE\(_q \)), for the cases of \( h_1 \) and \( h_3 \), seems to be insensitive to increasing noise levels, which can be attributed to the fact that the inflow demands \( q_1(t) \) are measured directly in these two cases, which (unlike the cases of \( h_2 \) and \( h_4 \)) do not rely on the rest of the measurements for reconstructing the inflow demands. Furthermore, it can be observed that for all metrics the MHE is much less sensitive to changes in noise levels compared to the EKF. This is especially pronounced for the TSPV metric, where MHE is almost completely insensitive to increasing noise for all measurement compositions, while the EKF shows substantial degradations for the cases of \( h_2 \) and \( h_4 \). This can be attributed to features of MHE: (a) it employs a nonlinear model directly (i.e., without any approximations, as in the case of linearization in EKF), (2) it optimizes over state trajectories considering known measurement trajectories inside a finite horizon window into the past (while EKF uses only the last measurement),
Figure 2.5 – Results of the congested scenario using $h_4$ with the combined MHE-MPC scheme: Regional accumulations (a) $n_1(t)$, (b) $n_2(t)$; transfer flows (c) $M_{12}(t)$, (d) $M_{21}(t)$; regional inflow demands (e) $q_1(t)$, (f) $q_2(t)$; accumulations (g) $n_{11}(t)$, (h) $n_{12}(t)$, (i) $n_{21}(t)$, (j) $n_{22}(t)$; regional accumulations (k) $n_1(t)$ and $n_2(t)$; regional outflows (l) $G_1(n_1(t))$ and $G_2(n_2(t))$; inflow demands (m) $q_{11}(t)$, (n) $q_{12}(t)$, (o) $q_{21}(t)$, (p) $q_{22}(t)$; trip completion flows (q) $M_{11}(t)$ and $M_{22}(t)$; perimeter controls (r) $u_{12}(t)$ and $u_{21}(t)$.

(3) unlike EKF, it can handle state constraints systematically (see [74] for a detailed discussion comparing MHE and EKF).

Sensitivity to noise intensity without state estimation

Deploying controllers using noisy measurements without state estimators is expected to have adverse effects on control performance, since the controller has to rely on information with a large amount of corruption by noise. To further investigate this point a sensitivity analysis is performed, where a set of 50 randomly generated scenarios (each with a different inflow demand profile with high demands) is tested under the same conditions with the congested scenario, varying only the standard deviations of measurement noise ($\sigma_{\nu,n_{ij}}$ from 100 veh to 1000 veh). The results of an MPC scheme directly using the measurements (i.e., $y$-MPC) are compared with MPC schemes using EKF and MHE as state estimator, with the $h_1$ measurement composition. This is done for fair comparison since $y$-MPC requires the $h_1$ measurement composition as it does not have access to a state estimator or observer to extract the state from the measurement.

The results are shown in fig. 2.10, depicting TSPV and improvement in TSPV, respectively, as a function $\sigma_{\nu,n_{ij}}$. As expected, without a state estimator to filter out noise in the measurement, the control performance shows severe degradations with increasing levels
of noise. However, using the EKF or MHE, it is possible to keep control performance insensitive to measurement noise, which can yield performance improvements up to 15%. These results emphasize the importance of using state estimation jointly with feedback controllers for efficient operation under situations of measurement noise.

2.4.3 Horizon length tuning for MHE

Similar to the case with MPC where its prediction horizon $N_c$ influences control performance (see [13] and [63] for MPC tuning results for a two-region and seven-region urban network, respectively), MHE performance is strongly influenced by the estimation horizon $N_e$. To study how changing $N_e$ affects estimation and control performance for the combined MHE-MPC scheme, a series of simulation experiments (with a set of 50 randomly generated scenarios) is conducted with varying values of $N_e$ from 1 to 60 (with
prediction horizon $N_e$ fixed to 20).

The results are shown in fig. 2.11, showing RMSE$_d$, RMSE$_q$, and TSPV, as functions of $N_e$. As expected, estimation performance increases with increasing $N_e$, especially in the interval $1 \leq N_e \leq 20$, while for $N_e > 20$ the performance increase is not pronounced. It is interesting to note that for measurement compositions $h_2$ and $h_4$, RMSE$_q$ decreases with increasing $N_e$ for the whole interval of $1 \leq N_e \leq 30$. This is associated with the fact that these compositions involve measurements on $q_i(t)$ instead of $q_{ij}(t)$, and thus, compared to $h_1$ and $h_3$, require more information (i.e., longer horizons) to be able to reconstruct $q_{ij}(t)$. Furthermore, control performance seems to be roughly insensitive to estimation horizon, showing only minor improvement for increasing $N_e$, suggesting that the MPC is capable of managing congestion when coupled with an MHE, even when said MHE has a short horizon and thus limited estimation performance. Nevertheless, lack of state estimation is catastrophic for the MPC performance when measurement errors are large.

### 2.4.4 Analysis of constant future inflow demands assumption

Model predictive perimeter control schemes require inflow demand trajectories for the duration of the prediction horizon into the future (i.e., from time step $t$ to time step $t + N_e - 1$). However, it is exceedingly difficult to know future demands accurately in practice. In order to obtain a practicable MPC scheme, in the formulation given in eq. 2.29 it is assumed that the inflow demands are constant and fixed to their estimated values, which is only a rough approximation since demands vary with time. To examine how assuming constant future demands in the MPC formulation affects control performance of the combined MHE-MPC scheme, a set of 50 randomly generated scenarios is evaluated under the same conditions with the congested scenario, varying only the standard deviations of measurement noise associated with the inflow demands: $\sigma_{v,q_{ij}}$ from 0.1 veh/s to 1 veh/s for the $h_1$ and $h_3$ cases; $\sigma_{v,q_i}$ from 0.1 veh/s to 1 veh/s for the $h_2$ and $h_4$ cases. Three different cases are compared (all with the combined MHE-MPC scheme): (a) Future demands are assumed constant and fixed to 0, (b) future demands are assumed constant and fixed to the values estimated by the MHE at time $t$, (c) future demands are fixed to their true values (i.e., perfect knowledge of demands).

The results are shown in fig. 2.12, depicting RMSE$_q$, RMSE$_{fq}$, and TSPV as functions of standard deviations associated with inflow demand measurement noise, where RMSE$_{fq}$ is the root-mean-square error expressing the difference between the true inflow demands and the constant trajectories used by the MPC that are fixed to the estimated values at time $t$, defined for a single simulation experiment as follows:

$$
\text{RMSE}_{fq} = \frac{1}{4} \sum_{i=1}^{2} \sum_{j=1}^{2} \sqrt{\frac{\sum_{t=1}^{t_{\text{final}}} \sum_{k=0}^{N_e-1} (q_{ij}(t+k) - \hat{q}_{ij}(t))^2}{t_{\text{final}} \cdot N_e}}.
$$

(2.43)
From the figures it can be observed that the combined MHE-MPC scheme is fairly insensitive to changing noise intensity associated with inflow demand measurements, since both RMSE$_{f_q}$ and TSPV metrics show limited degradation against increasing noise intensity. Furthermore, the figures comparing TSPV of the three cases show that although assuming constant future inflow demands in the MPC is a rough approximation, it yields control performances that are virtually identical to those obtained by having perfect information on inflow demands. These results suggest that a combined MHE-MPC scheme with an MPC formulation having constant future inflow demands fixed to their estimated values represents a practicable traffic control system that is capable of congestion management without having information on future inflow demands.

2.5 Conclusion

In this chapter we proposed a nonlinear MHE scheme capable of OD inflow demand and accumulation state estimation for a two-region large-scale urban network model with MFD-based dynamics. Four practically motivated measurement compositions were described, with varying levels of OD information of drivers. Observability tests, conducted using the MFD-based dynamical model with each of the four compositions, revealed that observability is retained for compositions with limited or no measurements containing OD information. Considering that OD-based real-time measurements are usually not available or difficult to obtain in practice, the possibility of extracting OD-based traffic state and inflow demand from limited measurements is of critical importance for field implementations of MFD-based feedback perimeter control.

Extensive simulations show that the estimation performance of the proposed MHE scheme is fairly insensitive to increasing noise intensity, and is generally superior to an EKF. An important result is that the control performance of the combined MHE-MPC scheme is virtually insensitive to increasing intensity in measurement noise, which is another practically relevant finding considering that perimeter control schemes have to operate under noisy conditions in the field. Further simulations revealed that assuming constant future demands in the MPC formulation yields control performances practically identical to the case with perfect demand information. Overall, the results indicate a strong potential towards implementation of MFD-based perimeter control, since the proposed MHE-MPC scheme is capable of high performance congestion management under severe conditions of measurement noise, limited or no OD-based information, and unknown future inflow demands.

Although the results in this chapter indicate good performance for MFD-based estimation and control methods in macroscopic simulations, more detailed experiments via microscopic simulations are expected to yield more realistically grounded evaluations concerning how such methods would perform in practical implementations of perimeter control in the field. We seek the answers to this question in the next chapter.
Table 2.1 – Performance Evaluation for Congested Scenario

<table>
<thead>
<tr>
<th>meas. comp. - st. est.</th>
<th>TSPV (min)</th>
<th>RMSE&lt;sub&gt;n&lt;/sub&gt; (veh)</th>
<th>RMSE&lt;sub&gt;q&lt;/sub&gt; (veh/s)</th>
<th>mean/max CPU time MHE (s)</th>
<th>mean/max CPU time MPC (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>no control</td>
<td>26.1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>y-MPC</td>
<td>20.8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.30/0.41</td>
</tr>
<tr>
<td>h&lt;sub&gt;1&lt;/sub&gt;-EKF</td>
<td>18.7</td>
<td>349.1</td>
<td>0.80</td>
<td>-</td>
<td>0.32/0.47</td>
</tr>
<tr>
<td>h&lt;sub&gt;1&lt;/sub&gt;-MHE</td>
<td>18.4</td>
<td>228.7</td>
<td>0.75</td>
<td>0.72/1.13</td>
<td>0.33/0.46</td>
</tr>
<tr>
<td>h&lt;sub&gt;2&lt;/sub&gt;-EKF</td>
<td>18.8</td>
<td>584.2</td>
<td>1.24</td>
<td>-</td>
<td>0.31/0.44</td>
</tr>
<tr>
<td>h&lt;sub&gt;2&lt;/sub&gt;-MHE</td>
<td>18.1</td>
<td>265.8</td>
<td>0.89</td>
<td>0.75/1.19</td>
<td>0.33/0.46</td>
</tr>
<tr>
<td>h&lt;sub&gt;3&lt;/sub&gt;-EKF</td>
<td>18.3</td>
<td>318.9</td>
<td>0.80</td>
<td>-</td>
<td>0.32/0.47</td>
</tr>
<tr>
<td>h&lt;sub&gt;3&lt;/sub&gt;-MHE</td>
<td>18.1</td>
<td>218.0</td>
<td>0.75</td>
<td>0.75/1.19</td>
<td>0.33/0.46</td>
</tr>
<tr>
<td>h&lt;sub&gt;4&lt;/sub&gt;-EKF</td>
<td>18.7</td>
<td>583.6</td>
<td>1.11</td>
<td>-</td>
<td>0.31/0.43</td>
</tr>
<tr>
<td>h&lt;sub&gt;4&lt;/sub&gt;-MHE</td>
<td>17.7</td>
<td>277.4</td>
<td>0.91</td>
<td>0.80/1.22</td>
<td>0.33/0.50</td>
</tr>
</tbody>
</table>
Figure 2.7 – Sensitivity of accumulation state $n_{ij}(t)$ estimation performance to changes in measurement noise intensity, showing the 10th and 90th (dotted), 25th and 75th (dashed), and 50th (solid) percentiles of $\text{RMSE}_n$, for a set of 50 randomly generated scenarios and the four measurement compositions: (a) $h_1$, (b) $h_2$, (c) $h_3$, (d) $h_4$. 
Figure 2.8 – Sensitivity of inflow demand $q_{ij}(t)$ estimation performance to changes in measurement noise intensity, showing the 10th and 90th (dotted), 25th and 75th (dashed), and 50th (solid) percentiles of $\text{RMSE}_q$, for a set of 50 randomly generated scenarios and the four measurement compositions: (a) $h_1$, (b) $h_2$, (c) $h_3$, (d) $h_4$. 
Figure 2.9 – Sensitivity of control performance to changes in measurement noise intensity, showing the 10th and 90th (dotted), 25th and 75th (dashed), and 50th (solid) percentiles of TSPV, for a set of 50 randomly generated scenarios and the four measurement compositions: (a) $h_1$, (b) $h_2$, (c) $h_3$, (d) $h_4$. 
Figure 2.10 – Sensitivity of control performance to changes in measurement noise intensity, showing the 25th and 75th (dashed), and 50th (solid) percentiles of TSPV and improvement in TSPV, for a set of 50 randomly generated scenarios with high demand: (a) TSPV, (b) improvement in TSPV.
Figure 2.11 – Estimation and control performance of the combined MHE-MPC scheme as functions of estimation horizon $N_e$, showing the 10th and 90th (dotted), 25th and 75th (dashed), and 50th (solid) percentiles of (a)-(d) $\text{RMSE}_n$, (e)-(h) $\text{RMSE}_q$, and (i)-(l) TSPV, for a set of 50 randomly generated scenarios and the four measurement compositions: (a), (e), (i) $h_1$; (b), (f), (j) $h_2$; (c), (g), (k) $h_3$; (d), (h), (l) $h_4$. 
Figure 2.12 – Inflow demand estimation performance, accuracy of constant future inflow demands assumption, and control performance of the combined MHE-MPC scheme as functions of measurement noise intensity, showing the 10th and 90th (dotted), 25th and 75th (dashed), and 50th (solid) percentiles of (a)-(d) RMSE_{q_i}, and (e)-(h) RMSE_{f_q}, and TSPV (i)-(l), for a set of 50 randomly generated scenarios and the four measurement compositions: (a), (e), (i) h_1; (b), (f), (j) h_2; (c), (g), (k) h_3; (d), (h), (l) h_4.
Chapter 3

Identification, estimation, and control for large-scale networks

3.1 Introduction

Network-level road traffic control remains a challenging problem. MFD-based dynamical traffic models enable design of model-based estimation and control methods, which represent efficient congestion management solutions with substantial potential for practical implementation. In this chapter we develop a large-scale traffic control framework consisting of optimization-based identification, estimation, and control methods, intended for perimeter controlled multi-region urban networks. Firstly a system identification method is proposed for computing the MFD parameters given measurements on historical trajectories of the accumulation state and inflow demand. The method involves formulating the problem of finding the MFD parameters yielding the best fit between measurements and model predictions as an optimization problem. Furthermore, nonlinear MHE and economic MPC formulations employing MFD-based dynamics are presented, which enable high-performance traffic control under measurement noise. Case studies conducted using detailed microscopic simulation experiments considering an urban network with around 1500 links and 600 intersections, where the MFD parameters obtained by the identification method are used in MHE and MPC design, demonstrate the operation of the proposed framework.

This chapter is based on the work in [60]. Literature review is not included here; it is given for the whole dissertation in chapter 1.
3.2 Modeling of a multi-region urban network

Consider a city-scale road traffic network, consisting possibly of hundreds of links and intersections, with heterogeneous distribution of accumulation (i.e., number of vehicles) on its links. Using the MFD of urban traffic, it is possible to express the rate of vehicles exiting traffic in a region (either through ending the trip inside the region or transferring to an adjacent region) as a function of the region accumulation [16]. Clustering algorithms developed for such large-scale networks (see, e.g., [24]) can be used to partition the network into regions (i.e., a set of links) to obtain low intraregional heterogeneity of accumulation. As shown in [18], [19], a homogeneous distribution of congestion leads to an MFD that is well-defined, i.e., a low scatter of flows is observed for the same accumulation (see fig. 3.1a). Empirical results indicate that the MFD can be approximated by an asymmetric unimodal curve skewed to the right [16], which can, for example, be chosen as a third degree polynomial:

\[ g_i(n_i(t)) = a_i n_i^3(t) + b_i n_i^2(t) + c_i n_i(t), \]  

(3.1)

where \( n_i(t) \) (vehicles; abbreviated henceforth as veh) is the accumulation of region \( i \), \( g_i(n_i(t)) \) (veh/s) is the trip completion flow of the region (i.e., rate of vehicles exiting traffic), whereas \( a_i \), \( b_i \), and \( c_i \) are model parameters.

Given a network \( R \) consisting of a set of \( R \) regions (\( R = \{1, 2, \ldots, R\} \)) (see, e.g., fig. 3.1b), each with a well-defined MFD, aggregated dynamical models of large-scale road traffic networks can be developed based on interregional traffic flows as the following vehicle conservation equations:

\[ \dot{n}_{ii}(t) = q_{ii}(t) - m_{ii}(t) + \sum_{h \in \mathcal{N}_i} u_{hi}(t)m_{hii}(t) \]  

(3.2a)

\[ \dot{n}_{ij}(t) = q_{ij}(t) - \sum_{h \in \mathcal{N}_i} u_{ih}(t)m_{ihj}(t) + \sum_{h \in \mathcal{N}_i; h \neq j} u_{hi}(t)m_{hij}(t), \]  

(3.2b)

where \( n_{ii}(t) \) (veh) and \( n_{ij}(t) \) (veh) are state variables expressing the accumulation in region \( i \) with destination region \( i \) and \( j \), respectively (with \( n_i(t) = \sum_{j=1}^{R} n_{ij}(t) \)), \( q_{ii}(t) \) (veh/s) and \( q_{ij}(t) \) (veh/s) are disturbances expressing the rate of vehicles appearing in region \( i \) demanding trips to destination region \( i \) and \( j \), respectively, \( u_{ih}(t) \in [u, \bar{u}] \) (with \( 0 < u < \bar{u} < 1 \)) are control inputs between each pair of adjacent regions \( i \) and \( h \) expressing actions of perimeter control actuators (with \( h \in \mathcal{N}_i \); where \( \mathcal{N}_i \) is the set of regions adjacent to \( i \)) that can manipulate vehicle flows transferring between the regions, \( m_{ihj}(t) \) (veh/s) is the vehicle flow attempting to transfer from \( i \) to \( h \) with destination \( j \):

\[ m_{ihj}(t) \triangleq \theta_{ihj}(t) \frac{n_{ij}(t)}{n_i(t)} g_i(n_i(t)), \]  

(3.3)

where \( \theta_{ihj}(t) \in [0, 1] \) is the route choice term expressing, for the vehicles exiting region \( i \)
with destination $j$, the ratio that is transferring to region $h$ (with $m_{hi}(t)$ and $m_{hij}(t)$ defined similarly), whereas $m_i(t)$ (veh/s) is the exit (i.e., internal trip completion) flow of region $i$:

$$m_i(t) \triangleq \frac{n_{ii}(t)}{n_i(t)} q_i(n_i(t)).$$

(3.4)

Route choice effect can be omitted in modeling if the network topology leads to a single obvious route choice, in which case $\theta_{ij}(t) = 1$ for all time for only one region $h \in \mathcal{N}_i$ for each $i$-$j$ pair (with $j \neq i$). For example, for the network depicted in fig. 3.1b, $\theta_{4i}(t) = 1$ if $h = j$ and $\theta_{4j}(t) = 0$ otherwise. The focus in this chapter is on those networks where route choice can be omitted (see [63] for a study where it is included).

Assuming additive process and measurement noise, the dynamics (3.2) and measurement can be written as:

$$\dot{n}(t) = f(n(t), q(t), u(t), p) + w(t),$$

(3.5)

$$y_n(t) = n(t) + v_n(t)$$

(3.6)

$$y_q(t) = q(t) + v_q(t)$$

(3.7)

where $n \in \mathbb{R}^{2m_a}$ (state) and $q \in \mathbb{R}^{2m_a}$ (measured disturbance) are the vectors of accumulations and inflow demands, respectively, $u \in \mathbb{R}^{2m_a}$ (control input) is the vector of transferring flow restrictions between adjacent regions via perimeter control actuators (with $m_a$ the number of adjacent region pairs), $p \in \mathbb{R}^{R \cdot m_p}$ is the model parameters vector (with $m_p$ the number of parameters associated with the MFD of one region), $w \in \mathbb{R}^{2m_a}$ is the process noise expressing uncertainty in the dynamics (with $w \sim \mathcal{N}(0, \Sigma_w)$), $y_n \in \mathbb{R}^{2m_a}$ and $y_q \in \mathbb{R}^{2m_a}$ are measurements on $n$ and $q$, respectively, whereas $v_n \in \mathbb{R}^{2m_a}$ and $v_q \in \mathbb{R}^{2m_a}$

Figure 3.1 – (a) A well-defined macroscopic fundamental diagram. (b) A four region network without route choice.
are measurement noise vectors (with \( v_n \sim \mathcal{N}(0, \Sigma_{v_n}) \) and \( v_q \sim \mathcal{N}(0, \Sigma_{v_q}) \)).

3.3 Identification, estimation, and control

3.3.1 System identification

Based on the prediction error approach [75], we can formulate the problem of obtaining the MFD parameters with the best least squares fit between the measured and predicted trajectories of \( n(t) \) and \( q(t) \) as the following MBPE problem:

\[
\begin{align*}
\text{minimize} & \quad \sum_{k=0}^{K-1} \| w_k \|_Q^2 + \sum_{k=0}^{K} \left( \| v_{n,k} \|_{R_n}^2 + \| v_{q,k} \|_{R_q}^2 \right) \\
\text{subject to} & \quad \text{for } k = 0, \ldots, K : \\
& \quad y_n(kT) = n_k + v_{n,k} \\
& \quad y_q(kT) = q_k + v_{q,k} \\
& \quad 0 \leq n_k \leq \bar{n} \\
& \quad 0 \leq q_k \leq \bar{q} \\
& \quad \text{for } k = 0, \ldots, K - 1 : \\
& \quad n_{k+1} = F(y_n(kT), y_q(kT), u(kT), p) + w_k
\end{align*}
\]

(3.8)

(3.9)

(3.10)

(3.11)

(3.12)

(3.13)

(3.14)

(3.15)

where \( k \) is the time interval counter of the MBPE, \( K \) is the identification horizon, \( w_k \), \( v_{n,k} \), and \( v_{q,k} \) are vectors of auxiliary variables internal to the MBPE representing the process noise, and measurement noises associated with the accumulation state and inflow demand, respectively, \( T \) is the sampling time, \( y_n(t) \) and \( y_q(t) \) are measurements on the accumulation state \( n(t) \) and inflow demand \( q(t) \), respectively, \( n_k \) and \( q_k \) are the accumulation state and inflow demand vectors internal to the MBPE, respectively, \( \bar{n} \) and \( \bar{q} \) are upper bounds on the accumulation state and inflow demand (possibly obtained from an analysis on historical data), respectively, \( F \) is the discrete-time version of the dynamics given in (3.5), whereas \( u(t) \) is the known (recorded in the recent past) vector of perimeter control inputs.

Owing to the prediction error method involving one-step ahead predictions, and the dynamics (3.5) being linear in the MFD parameters, the MBPE problem (3.8) is a convex optimization problem that can be solved reliably and efficiently.

3.3.2 Moving horizon estimation

We formulate the problem of finding state estimate trajectories for a moving time horizon extending a fixed length into the past, striking a trade-off between measurements and the prediction model, as the following nonlinear MHE problem (extending the work in
[58] and [59]):

\[
\begin{align*}
\text{minimize} & \quad \sum_{k=-N_e}^{-1} \|w_k\|_Q^2 + \sum_{k=-N_e}^{0} \left( \|v_{n,k}\|_{R_n}^2 + \|v_{q,k}\|_{R_q}^2 \right) \\
\text{subject to} & \quad \text{for } k = -N_e, \ldots, 0 : \\
& \quad y_n(t + kT) = n_k + v_{n,k} \\
& \quad y_q(t + kT) = q_k + v_{q,k} \\
& \quad 0 \leq n_k \leq \bar{n} \\
& \quad 0 \leq q_k \leq \bar{q} \\
& \quad \text{for } k = -N_e, \ldots, -1 : \\
& \quad n_{k+1} = F(n_k, q_k, u(t + kT), \hat{p}) + w_k
\end{align*}
\]  

(3.16)

where \( k \) is the time interval counter of the MHE, \( N_e \) is the estimation horizon, \( w_k, v_{n,k}, \) and \( v_{q,k} \) are vectors of auxiliary variables internal to the MHE representing the process noise, and measurement noises associated with the accumulation state and inflow demand, respectively, \( n_k \) and \( q_k \) are the accumulation state and inflow demand vectors internal to the MHE, respectively, whereas \( \hat{p} \) is the vector of model parameters obtained via MBPE as the solution of (3.8).

### 3.3.3 Model predictive control

The problem of finding the control inputs that minimize total time spent (TTS) for a finite horizon can be formulated as the following economic nonlinear MPC problem (extending the work in [13], [58], and [59]):

\[
\begin{align*}
\text{minimize} & \quad T \cdot \sum_{k=1}^{N_c} 1^T n_k \\
\text{subject to} & \quad n_0 = \hat{n}_t(t) \\
& \quad |u_0 - u(t - T)| \leq \Delta_u \\
& \quad \text{for } k = 0, \ldots, N_c - 1 : \\
& \quad n_{k+1} = F(n_k, \hat{q}_t(t), u_k, \hat{p}) \\
& \quad u \leq u_k \leq \bar{u} \\
& \quad \text{for } k = 1, \ldots, N_c : \\
& \quad n_{i,k} \leq \bar{n}_{i,jam} \quad \forall i \in \mathcal{R},
\end{align*}
\]

(3.24)

(3.25)

(3.26)

(3.27)

(3.28)

(3.29)

(3.30)

(3.31)

where \( k \) is the time interval counter of the MPC, \( N_c \) is the prediction horizon, \( n_k \) and \( u_k \) are the state and control input vectors internal to the MPC, respectively, \( \hat{n}_t(t) \) and \( \hat{q}_t(t) \) are estimates of the accumulation state \( n(t) \) and inflow demand \( q(t) \) for time \( \tau \) available at current time \( t \) (obtained via MHE as the solution of (3.16)), \( \Delta_u \) is the rate limiting
Figure 3.2 – (a) Microscopic (Aimsun) model of the network, with clustering results as links (region 1 in blue, 2 in red, 3 in green, and 4 in purple) and controlled intersections as circles (intersections belonging to $u_{14}$ in blue, $u_{24}$ in red, $u_{34}$ in green, and $u_{4j}$ (with $j = 1, 2, 3$) in purple). (b) Network schematic showing the partitioning into four regions and the perimeter control inputs (figures adapted from [14]).

Due to the nonlinear dynamics (3.5), the MHE and MPC problems given in eqs. (3.16) and (3.24), respectively, are nonconvex nonlinear optimization problems, which can be solved efficiently via, e.g., sequential quadratic programming or interior point solvers (for details, see [69]).

### 3.4 Results

An urban road network consisting of roughly 1500 links and 600 intersections is replicated as a computer model using the microscopic simulation package Aimsun (see fig. 3.2a). The model represents a portion of the urban network of the city of Barcelona in Spain, covering an area of 12 km$^2$. The network is partitioned into four regions (see fig. 3.2b) using the optimization-based clustering method of [24], where minimizing heterogeneity is considered in the objective function and cluster contiguity is enforced via constraints. The network model is taken from [14]; the reader is referred to that study for further details on the network setup.

#### 3.4.1 Identification results

Accumulation state and inflow demand trajectories $n(t)$ and $q(t)$ are obtained by simulating a congested scenario for the network in fig. 3.2 using the Aimsun microscopic simulation framework. To reflect measurement noise, random noise terms $v_n(t)$ and $v_q(t)$ are added to the true trajectories to obtain the noisy measurements $y_n(t)$ and $y_q(t)$. 
Covariances of the noise terms are chosen as $\Sigma_{v_n} = I\sigma_{v_n}$ and $\Sigma_{v_q} = I\sigma_{v_q}$, with $\sigma_{v_n} = 250$ veh and $\sigma_{v_q} = 0.1$ veh/s, representing moderate amount of noise. A no control scenario is considered, which employs well-tuned fixed perimeter control input values. The network is empty at the beginning and faces increasing inflow demands. The demands are nonzero for the first 2 hours of the simulation, while the total simulation length is 8 hours to ensure that the network is empty also at the end of the simulation (to be able to compare different cases). With a sampling time of $T = 90$ s, the simulation length is $K = 320$ time steps. Given the measurements on accumulation and inflow demand trajectories, the optimization problem (3.8) is solved to obtain the MFD parameters.

The MFDs obtained by the proposed MBPE method are shown in fig. 3.3, where they are compared with the true values of the outflow as a function of regional accumulation $g_i(n_i(t))$ (i.e., those obtained from microscopic simulation).

Overall, these results suggest that the proposed MBPE method is able to obtain MFDs that make physical sense, as they have a good qualitative match with the true outflows. However, the ultimate test for the obtained MFDs is usage in traffic estimation and control for improving mobility, which is examined in the following sections.
3.4.2 Estimation and control results

The MFDs (i.e., the model parameters vector \( \hat{p} \)) obtained by the MBPE method are used in the MHE and MPC schemes to control the urban network via perimeter control actuation for improving mobility under situations with noisy measurements. The MHE and MPC scheme is built using direct multiple shooting [70], while the dynamics are discretized with the Runge–Kutta method with a sampling time of \( T = 90 \) s. The implementation is done using MPCTools [71], which is an interface to CasADi [72], with IPOPT [73] as solver, in MATLAB 8.5.0 (R2015a), on a 64-bit Windows PC with 3.6-GHz Intel Core i7 processor and 16-GB RAM. Estimation and prediction horizons are chosen as \( N_e = 20 \) and \( N_c = 20 \), following the tuning results of [59] and [13], respectively. The perimeter controls are bounded via \( u = 0.1 \) and \( \bar{u} = 0.9 \), with a rate limit of \( \Delta_u = 0.1 \). Simulation length is \( K = 320 \) in number of time steps, corresponding to 8 hours of real time, as in the no control case. The combined estimation and control scenario is simulated using the Aimsun microscopic simulation framework together with stand-alone MHE and MPC executable generated using MATLAB. The simulation operates by evolving traffic conditions through Aimsun, where the MHE-MPC code is called every 90 seconds. The MHE code, given recent measurements of accumulation \( y_n(t) \) and inflow demands \( y_q(t) \), solves 3.16 to find the accumulation state and inflow demand estimates \( \hat{n}(t) \) and \( \hat{q}(t) \). Then the MPC code, given \( \hat{n}(t) \) and \( \hat{q}(t) \), solves 3.24 to find the perimeter control inputs \( u^*_k \) (with \( k = 0, \ldots, N_c - 1 \)). Only the first one of these (i.e., \( u^*_0 \)) is applied, which is realized in Aimsun by changing the duration of the green phases of the 28 predefined signalized intersections (out of about 600 in the network; see the circles in fig. 3.2a). The whole procedure is repeated at the next time step for 320 time steps.

The estimation results are shown in fig. 3.4 and fig. 3.5, which depict accumulation state and inflow demand trajectories (with measured, true, and estimated values) for a single Aimsun simulation with the combined MHE-MPC scheme. These figures suggest that the MHE scheme is able to obtain decent estimation performance, as indicated by the good match between the true and estimated accumulation state trajectories. Moreover, the regional accumulations for the no control case and the combined MHE-MPC scheme are shown in fig. 3.7. From the figure it is seen that the MHE-MPC scheme is able to decrease accumulations (and thus, the total time spent by vehicles in the network) and clear the network much faster, yielding an improvement of 31% over the no control case. These results indicate that the proposed traffic control framework carries strong potential of improving mobility in perimeter controlled city-scale urban networks. Moreover, the total CPU time of the MHE-MPC scheme is around 3 s (which is roughly negligible with respect to the sampling time of 90 s), indicating real-time feasibility of the proposed scheme.
A large-scale traffic management framework is proposed, consisting of optimization-based identification, estimation, and control methods employing macroscopic traffic models. The identification method, considering an MFD-based dynamical model of urban traffic, is based on the least squares prediction error approach. In this approach the parameter estimation problem is cast as an optimization problem aiming to minimize the weighted least squares difference between the measurements and model predictions. Furthermore, nonlinear MHE and economic MPC formulations are presented, intended for use together with the identification method for obtaining the MFD parameters, for alleviating congestion in perimeter controlled large-scale urban road networks. The proposed methods are tested in microscopic simulation experiments considering an urban network modeled as a perimeter controlled four region MFDs system. Showing good estimation and control performance, the results indicate strong potential of the proposed large-scale traffic control framework for improving mobility in city-scale urban networks.

Ongoing work involves evaluating the proposed methods on more scenarios (i.e., inflow demand patterns) in microscopic simulation experiments. Furthermore, the proposed identification method can be compared with the standard technique of obtaining MFD parameters via fitting polynomials to historical data on accumulations and outflows, and
With this chapter we conclude part I, which focused on model-based estimation and control for perimeter controlled urban networks. Being a practically viable macroscopic actuation method, perimeter control carries strong potential for field applications of city-level urban traffic control. However, more advanced methods for actuation, such as route guidance, are expected to enable further improvements in mobility for large-scale traffic management. In part II, we focus on the design of optimization-based control methods employing regional route guidance.
Figure 3.6 – Control input $u_{ih}(t)$ trajectories with combined MHE-MPC scheme: (a) $u_{14}(t)$, (b) $u_{24}(t)$, (c) $u_{34}(t)$, (d) $u_{41}(t)$, (e) $u_{42}(t)$, (f) $u_{43}(t)$.

Figure 3.7 – Regional accumulation $n_i(t)$ trajectories comparing the no control case (blue) with the combined MHE-MPC scheme (red): (a) $n_1(t)$, (b) $n_2(t)$, (c) $n_3(t)$, (d) $n_4(t)$. 
Part II

Large-scale traffic management via regional route guidance
Chapter 4

Integration of route guidance and perimeter control

4.1 Introduction

This chapter is dedicated to the development of network-level economic MPC schemes integrating perimeter control and regional route guidance for alleviating congestion in large-scale urban networks. Firstly, a novel MFD-based urban network model with cyclic behavior avoidance property is described. The model is expected to enable more accurate simulations including regional route guidance-based controllers, as route guidance might otherwise cause cyclic routes. Furthermore, the problem of finding the perimeter control and route guidance inputs for a multi-region urban network to minimize total time spent (TTS) is formulated as an economic MPC problem, along with various actuator configurations. The analysis in this work sheds some light to the demand conditions for which coupling of perimeter control and route guidance can prove beneficial. Macroscopic simulations are used to examine mobility improvements for the proposed economic MPC schemes, and the effect of driver compliance to route guidance on network performance.


Literature review is not included here; it is given for the whole dissertation in chapter 1.
4.2 Modeling of a multi-region urban network

4.2.1 MFD-based modeling with route guidance

We consider an urban network \(\mathcal{R}\) with heterogeneous distribution of accumulation, consisting of \(R\) homogeneous regions, i.e., \(\mathcal{R} = \{1, 2, \ldots, R\}\), each with a well-defined outflow MFD, defined via \(G_I(N_I(t))\) (veh/s) expressing the trip completion flow (i.e., outflow) at accumulation \(N_I(t)\). A network consisting of 7 regions is schematically shown in fig. 4.1. The exogenous inflow demand generated in region \(I\) with destination \(J\) is \(Q_{IJ}(t)\) (veh/s), whereas \(N_{IJ}(t)\) (veh) is the accumulation in region \(I\) with destination \(J\), and \(\bar{N}_I(t)\) (veh) the total accumulation in region \(I\), at time \(t\); \(I, J \in \mathcal{R}\); \(N_{IJ}(t) = \sum_{J \in \mathcal{R}} N_{IJ}(t)\).

Between each pair of neighboring regions \(I\) and \(H\) (\(I \in \mathcal{R}, H \in N_I\), where \(N_I\) is the set of regions neighboring region \(I\)) there exists perimeter controls \(U_{IH}(t)\) and \(U_{HI}(t)\) ∈ [0, 1] that can manipulate the transfer flows. Furthermore, each region is equipped with regional route guidance controls \(\theta_{IHJ}(t)\) (\(I \in \mathcal{R}, H \in N_I, J \in \mathcal{R} \setminus \{I\}\)), that can distribute the transfer flows exiting a region over its neighboring regions. Dynamics of an \(R\)-region MFDs network are [36], [52]:

\[
\begin{align*}
\dot{N}_{II}(t) &= Q_{II}(t) - M_{II}(t) + \sum_{H \in N_I} U_{HI}(t)M_{HIH}(t) \quad (4.1a) \\
\dot{N}_{IJ}(t) &= Q_{IJ}(t) - \sum_{H \in N_I} U_{IH}(t)M_{HIJ}(t) + \sum_{H \in N_I; H \neq J} U_{HI}(t)M_{HJJ}(t), \quad (4.1b)
\end{align*}
\]

for \(I, J \in \mathcal{R}\), where \(M_{II}(t)\) (veh/s) is the exit (i.e., internal trip completion) flow from region \(I\) to destination \(I\):

\[
M_{II}(t) = \frac{N_{II}(t)}{\bar{N}_I(t)}G_I(N_I(t)) \quad (4.2)
\]

and \(M_{IHJ}(t)\) (veh/s) is the transfer flow from region \(I\) to destination \(J\) through the next immediate region \(H\):

\[
M_{IHJ}(t) = \theta_{IHJ}(t)\frac{N_{IJ}(t)}{\bar{N}_I(t)}G_I(N_I(t)), \quad (4.3)
\]
with $M_{HI}(t)$ and $M_{HIJ}(t)$ defined similarly, expressing the transfer flows from $H$ through $I$ with destinations $I$ and $J$, respectively. It is assumed that trips inside a region have similar lengths (i.e., the distance traveled per vehicle inside a region does not depend on the origin and destination of the trip). Simulation and empirical results [16] suggest that the MFD can be approximated by an asymmetric unimodal curve skewed to the right (i.e., the critical accumulation $N_{I}^{cr}$, which maximizes $G_{I}(N_{I}(t))$, is less than half of the jam accumulation $N_{I}^{jam}$, which puts the region in gridlock). Thus, $G_{I}(N_{I}(t))$ can be expressed with a third-degree polynomial in the variable $N_{I}(t)$, i.e., $G_{I}(N_{I}(t)) = A_{I}N_{I}^{3}(t) + B_{I}N_{I}^{2}(t) + C_{I}N_{I}(t)$, where $A_{I}$, $B_{I}$, and $C_{I}$ are estimated parameters.

Transfer flows are influenced by the boundary capacity between regions $I$ and $H$, as high accumulation in region $H$ might restrict the reception of inflows from the boundary, which can be formalized through the following equation expressing capacity-restricted transfer flow $\hat{M}_{IHJ}(t)$ [36], [52]:

$$\hat{M}_{IHJ}(t) = \min\left( M_{IHJ}(t), C_{IH}(N_{H}(t)) \frac{M_{IHJ}(t)}{\sum_{K \in R} M_{IK}(t)} \right) \tag{4.4}$$

where $C_{IH}(N_{H}(t))$ (veh/s) is the boundary capacity between regions $I$ and $H$ that depends on $N_{H}$ as follows [36]:

$$C_{IH}(N_{H}) = \begin{cases} C_{IH}^{\text{max}} & \text{if } 0 \leq N_{H} < \alpha \cdot N_{H,jam} \\ \frac{C_{IH}^{\text{max}}}{1-\alpha} \left(1 - \frac{N_{H,jam}}{N_{H}}\right) & \text{if } \alpha \cdot N_{H,jam} \leq N_{H} \leq N_{H,jam} \end{cases} \tag{4.5}$$

where $C_{IH}^{\text{max}}$ (veh/s) is the maximum boundary capacity, $N_{H,jam}$ (veh) is the jam accumulation of the receiving region $H$, whereas $\alpha \cdot N_{H,jam}$ (with $0 < \alpha < 1$) specifies the point where $C_{IH}(N_{H})$ starts decreasing with increasing accumulation.

The boundary capacity constraint can be omitted in the prediction model of MPC for computational advantage. The physical reasoning of this omission is that (i) the boundary capacity decreases for accumulations much larger than the critical accumulation, and (ii) the controller will not allow the regions to have accumulations close to gridlock [34]. The effect of tightening boundary capacity is studied in section 4.4.5.

The assumption of a low-scatter regional outflow MFD is based on the equivalent assumption of a time-invariant regional trip length. While an adequate model for control design with simplified system dynamics without delays (i.e., it considers outflows equal to the ratio of production over constant trip length), and although there are empirical verifications about its validity via aggregated data (e.g.,[16]), the MFD should not be considered as a universal law. For example, strong fluctuations in the demand that create fast evolving transients can influence the trip length distribution in a region at a specific time, potentially causing the ratio of production over trip length approximation
of outflow to have inaccuracies. While we consider this a valid assumption for a range of cases, further research would be useful to study under what conditions more complex dynamics (with delays) are required (see, e.g., some analysis in [76]), which is a research priority.

### 4.2.2 Cyclic behavior prohibiting urban network model

The urban network model (4.1) has no memory of the region the vehicles were previously, thus does not prohibit vehicles from flowing back and forth between neighboring regions (i.e., it permits cyclic behavior). While this memoryless choice of routes is not crucial when only perimeter control actuation is applied, it is physically important for route guidance based schemes, where the controller may try to emulate perimeter control actuation via cyclic routes. We also need to be able to compare travel times and trip lengths for inflow demands $Q_{IJ}(t)$ and for various control strategies and driver compliance levels. Thus, instead of $N_{IJ}$ and $M_{IHJ}$ we have to introduce more detailed states. With $N_{OGIJ}$ and $M_{OGIHJ}$ denoting the accumulation and flow, respectively, with origin $O$, previous region $G$, current region $I$, destination region $J$, and immediate next region $H$, the dynamics keeping memory of origin and previous regions can be written as:

\[
\dot{N}_{III}(t) = Q_{II}(t) - M_{III}(t), \quad \forall I \in \mathcal{R}
\]
\[
\dot{N}_{III}(t) = Q_{IJ}(t) - \sum_{H \in \mathcal{N}_I} U_{IH}(t) M_{IIIHJ}(t), \quad \forall I, J \in \mathcal{R}, J \neq I,
\]
\[
\dot{N}_{OGII}(t) = \sum_{F \in \mathcal{N}_G \setminus \{I\}} U_{GI}(t) M_{OGFIJ}(t) - M_{OGII}(t), \quad \forall O, G, I \in \mathcal{R}, G \in \mathcal{N}_I, O \neq I,
\]
\[
\dot{N}_{OGIJ}(t) = \sum_{F \in \mathcal{N}_G \setminus \{I,J\}} U_{GI}(t) M_{OGFIJ}(t) - \sum_{H \in \mathcal{N}_I \setminus \{O,G\}} U_{IH}(t) M_{OGIHJ}(t), \quad \forall O, G, I, J \in \mathcal{R}, G \in \mathcal{N}_I, O \neq I, O \neq J, G \neq J, J \neq I,
\]

where $\mathcal{N}_G$ is the set containing the neighboring regions of $G$ and region $G$ itself. Note that if the last two indices of a flow term are identical, then this denotes an exit flow (as next and final region are the same); it denotes a transfer flow otherwise. Note that in (4.6a) there are no control inputs as flows are internal and uncontrolled. Note also that in (4.6c)–(4.6d) the positive terms of the right hand side are controlled transfer flows from the neighboring regions to the current region. The exit and transfer flow terms can be calculated as follows:

\[
M_{OGIHJ}(t) = \theta_{OGIHJ}(t) \frac{N_{OGIJ}(t)}{N_I(t)} G_I(N_I(t)),
\]

where $\theta_{OGIHJ}$ denotes the fraction of flows in an identical way with the flow terms, having the same 5 indices.
Using (4.6) as the simulation model (i.e., the plant representing reality) with MPC controllers having (4.1) as the prediction model requires the transfer of variables between the two models as follows:

\[
\sum_{O \in R \setminus \{J\}} \sum_{G \in R \setminus \{J\}} N_{OGIJ}(t) = N_{IJ}(t), \forall I, J \in R
\]

(4.8)

for the accumulations states and

\[
\theta_{OGIHJ}(t) = \begin{cases} 
\theta_{IHJ}(t) & \text{if } H \neq G, \\
0 & \text{otherwise}
\end{cases}
\]

(4.9)

\forall O, G, I, J \in R,

\quad G \in N_I, \quad H \in N_I \setminus \{O\}

\quad O \neq I, \quad O \neq J, \quad G \neq J, \quad J \neq I

for the fraction of flows, where cycle-inducing \(\theta_{OGIHJ}\) terms (i.e., those with \(H = G\)) are forced to be 0. Owing to this, the model (4.6) can prohibit cycles of length 2, and is thus a more realistic representation of urban network dynamics. For prohibiting longer cycles, (4.6) should be extended with longer route memory, but this is not considered in this work since cycles longer than two are assumed to be negligible.
4.3 Optimal control via perimeter control and route guidance

4.3.1 Model predictive control

We formulate the problem of finding the $U_{IH}$ and $\theta_{IHJ}$ values that minimize TTS (for a finite horizon) as the following discrete time economic nonlinear MPC problem:

$$\min_{U, \theta} \quad T_c \cdot \sum_{k=0}^{N_p-1} 1^T N(k)$$

subject to

$$N(0) = \hat{N}(t_c)$$

$$|U(0) - \hat{U}(t_c - 1)| \leq \Delta_U$$

$$|\theta(0) - \hat{\theta}(t_c - 1)| \leq \Delta_\theta$$

for $k = 0, \ldots, N_p - 1$:

$$N(k + 1) = f(N(k), Q(k), U(k), \theta(k))$$

$$0 \leq \sum_{j \in \mathcal{R}} N_{I,J}(k) \leq N_{jam}^{I,J}, \forall I \in \mathcal{R}$$

$$U_{\min} \leq U_{IH}(k) \leq U_{\max}, \forall I \in \mathcal{R}, H \in \mathcal{N}_I$$

$$0 \leq \theta_{I,H,J}(k) \leq 1, \forall I, J \in \mathcal{R}, I \neq J, H \in \mathcal{N}_I$$

$$\sum_{H \in \mathcal{N}_I} \theta_{I,H,J}(k) = 1, \forall I, J \in \mathcal{R}, I \neq J$$

if $k \geq N_c$:

$$U(k) = U(k - 1)$$

$$\theta(k) = \theta(k - 1),$$

where $T_c$ is the control sampling time, $N(k), Q(k), U(k),$ and $\theta(k)$ are vectors containing all $N_{I,J}(k), Q_{I,J}(k), U_{IH}(k),$ and $\theta_{I,H,J}(k)$ terms, respectively, with $k$ being the control interval counter, $f$ is the time discretized version of eq. (4.1)–(4.3), $t_c$ is the current control time step and $\hat{N}(t_c)$ is the measurement taken at $t_c$, $\hat{U}(t_c - 1)$ and $\hat{\theta}(t_c - 1)$ are the control inputs applied to the plant previously, $N_p$ and $N_c$ are the prediction and control horizons, whereas $\Delta_U$ and $\Delta_\theta$ are the rate limits on perimeter control and route guidance inputs, respectively.

The problem (4.10) is a nonconvex nonlinear program (NLP), which can be solved efficiently via, e.g., sequential quadratic programming (SQP) or interior point solvers.

We propose three MPC schemes: (i) perimeter control MPC (PC) has $U_{IH}$ as control input, while drivers are free to choose their own routes (i.e., $\theta_{IHJ}$), which are assumed fixed to their measured value, at $t_c$, for the prediction horizon. (ii) For route guidance MPC (RG) $\theta_{I,H,J}$ is the control input, while $U_{IH}$ is fixed to $U_{\max}$. (iii) Perimeter control and route guidance MPC (PCRG) has access to both actuators. While $\theta_{I,H,J}(t_c)$ is difficult to estimate with fixed location sensors, use of mobile sensors with advanced estimation...
techniques provide strong potential in this direction (see, e.g., [77]).

Performance metrics for evaluating the MPC schemes are \( \text{TTS} \) and \( \text{total traveled distance} \) (TTD):

\[
\text{TTS} = T_s \cdot \sum_{t=1}^{T_{\text{exp}}} \sum_{I \in \mathcal{R}} N_I(t), \tag{4.23}
\]

\[
\text{TTD} = T_s \cdot \sum_{t=1}^{T_{\text{exp}}} \sum_{I \in \mathcal{R}} L_I \cdot \left( M_{II}(t) + \sum_{H \in \mathcal{N}_I} \sum_{J \in \mathcal{R} \setminus I} \bar{M}_{IHIJ}(t) \right), \tag{4.24}
\]

where the flow \( \bar{M}_{IHIJ}(t) \) (veh/s) is defined as \( \bar{M}_{IHIJ}(t) = U_{II}(t) \theta_{IHJ}(t) M_{IJ}(t) \). It is important to look at both performance metrics, as route guidance might enforce some drivers to take significantly longer routes for the system benefit. Such a result would be difficult to be acceptable in practice as drivers would follow the proposed routes only if their individual travel time is not significantly worse.

For a single-region city governed by an outflow MFD, minimizing TTS will result in maximizing outflow (which is equivalent to maximizing TTD), as the objective is to let vehicles finish their trips as soon as possible. Thus, as proven in [8], the best strategy is to keep the region at its critical accumulation if the delays of vehicles waiting outside the network (i.e., the virtual queues) are considered.

For a multi-region city (as is the case in the chapter), however, it might be impossible to keep all regions under or at critical accumulation. Then, control via tracking regional accumulation setpoints is difficult, as it is not straightforward to find those setpoints that minimize TTS (since these might be time-varying and depend on the demand pattern). Maximizing TTD, on the other hand, might create very long routes for some vehicles especially under uncongested conditions due to detouring, which would decrease network outflow.

### 4.3.2 Controller tuning and computational efficiency

MPC performance is strongly influenced by the prediction horizon \( N_p \). Computational effort is affected also by the chosen direct method and NLP solver (see [69] for details). To study the relations between all of the above, a series of simulation experiments (based on the congested scenario in section 4.4.1) is conducted with varying values of \( N_p \) (with \( N_c \) fixed to 2 and a control sampling time of \( T_c = 240 \) s) and various direct methods (see [78] for details). Direct multiple shooting (DMS, [70]) and direct collocation (DC) (solved with the solver IPOPT [73]) results for all three MPC schemes\(^1\) are included together with direct single shooting (DSS) (solved with an SQP solver) for PC. Using

\(^1\) Implementation is done via the CasADi toolbox [72] in MATLAB 8.5.0 (R2015a), on a 64-bit Windows PC with 3.6-GHz Intel Core i7 processor and 16-GB RAM.
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Figure 4.2 – (a) Percent improvement in TTS over NC and (b) average CPU times for the MPC schemes with various direct methods as a function of \( N_p \).

SQP for DMS and DC is computationally disadvantageous, since SQP favors small and dense NLPs (such as those arising from DSS), while DMS and DC yield large and sparse NLPs (which are amenable to efficient solutions via e.g. IPOPT). The results, given in fig. 4.2, show the TTS performance and the average CPU times, which indicate that: (a) TTS performance is fairly insensitive to the choice of \( N_p \) for \( N_p \geq 7 \), (b) DSS is favorable for PC, whereas DC is favorable for RG and PCRG, (c) even for short horizons PCRG is able to yield high improvements.

4.4 Results

All simulations are conducted on a 7 region urban network (see fig. 4.1), with the simulation model given in (4.6) for representing the reality. A unit MFD is considered with the parameters \( \bar{A} = 4.133 \cdot 10^{-11} \), \( \bar{B} = -8.282 \cdot 10^{-7} \), \( \bar{C} = 0.0042 \), jam accumulation \( \bar{N}_{\text{jam}} = 10^4 \) (veh), critical accumulation \( \bar{N}_{\text{cr}} = 3.4 \cdot 10^3 \) (veh), maximum outflow \( G(\bar{N}_{\text{cr}}) = 6.3 \) (veh/s), with an average trip length of \( \bar{L} = 3600 \) m, which are consistent with the MFD observed in a part of downtown Yokohama (see [16]). Each region is assumed to have a different MFD that is a (within ±10\%) scaled version of the unit MFD. Boundary capacity effect is included, with values \( \bar{C}_{\text{IH}}^{\text{max}} = 3.2 \) veh/s and \( \bar{\alpha} = 0.64 \) for the unit MFD.

Based on the results in section 4.3.2, the prediction and control horizons are chosen as \( N_p = 7 \) and \( N_c = 2 \) for the MPC schemes. Simulation sampling time is 30 s while the length of the simulation experiment is \( T_{\text{exp}} = 240 \) (in number of simulation steps), giving an effective length of 120 minutes. Bounds of \( U_{\text{IH}} \) are \( U_{\text{min}} = 0.1 \) and \( U_{\text{max}} = 0.9 \), whereas the rate limits are \( \Delta_U = 0.2 \) and \( \Delta_\theta = 0.1 \), to reflect the fact that it is more difficult to cause abrupt changes in routing.
For capturing the effect of measurement noise in accumulation states (as accumulations have to be measured from fixed and mobile sensors, which invariably have noise), we add random noise terms with normal distribution:

$$\tilde{N}_{IJ}(t) = N_{IJ}(t) + N_{IJ}(t) \cdot \mathcal{N}(0, \sigma_{N_{IJ}}^2), \ \forall I, J \in \mathcal{R}, \quad (4.25)$$

where the noise has zero mean and its variance is chosen as $\sigma_{N_{IJ}}^2 = 0.25$ in the simulations. Demand uncertainty is also considered, with the MPC having access to average demand profiles, while the actual inflow demands have random noise:

$$\tilde{Q}_{IJ}(t) = Q_{IJ}(t) + Q_{IJ}(t) \cdot \mathcal{N}(0, \sigma_{Q_{IJ}}^2), \ \forall I, J \in \mathcal{R}, \quad (4.26)$$

with the variance chosen as $\sigma_{Q_{IJ}}^2 = 0.25$ in the simulations, representing presence of large noise.

The MPC controllers are compared with a no control (NC) case, in which $U_{IH}$ are fixed to $U_{\text{max}}$, while drivers are free to choose their routes. In simulations this is captured by calculating $\theta_{IHJ}$ by a logit model (see [79]) using the current travel times from $I$ to destination $J$ through a predefined finite number of shortest sequences of regions connecting the two, calculated with Dijkstra’s algorithm for $K$-shortest paths ($K = 3$ for this chapter). As drivers adapt to traffic conditions in real time, the $\theta_{IHJ}$ values are updated at each control time step. The logit model relaxes the assumption that drivers always choose the physical shortest path. Simulations using logit model thus tend to be more realistic as drivers rarely have perfect information and do not always behave as rational actors. Parameters of the logit model can be adjusted to reflect the amount of information available to drivers or their sensitivity to travel time differences between routes.

An interesting point to investigate is about deciding what the preferred actuation scheme is (i.e., PC, RG, or PCRG) under different demand conditions, given that there is a nonnegligible installation cost. While in principle the regions of the city that attract most of the trips should operate at the critical accumulation that maximizes flow (e.g., [8] proves this for single region systems), this might not be the case for multiple regions with competing objectives. Our objective is also to investigate the attractivity of the regions of a city with respect to (i) destinations and (ii) crossing zones. While point (i) is clear, with respect to point (ii) a region might attract a lot of trips simply because many shortest paths are passing from this region (even if destinations are elsewhere). Thus, two simulation parameters are defined to construct various scenarios: (a) The ratio of demands with destination region 4 (i.e., city center) to demands from periphery to periphery, denoted by $\rho$ and (b) driver compliance level, denoted by $\gamma$. The ratio $\rho$, expressing the relative intensity of the inflow demands towards city center, is defined as
follows:
\[
\rho = \frac{\sum_{t=1}^{T_{\text{exp}}} \sum_{i \in R} Q_{I_i}(t)}{\sum_{t=1}^{T_{\text{exp}}} \sum_{i \in R \setminus \{4\}} \sum_{j \in R \setminus \{4\}} Q_{I_i}(t)},
\]
(4.27)

whereas the driver compliance level \( \gamma \) (also defined as a constant for a single simulation experiment) indicates the percentage of drivers following the route guidance recommendations of the traffic control scheme (i.e., either RG and PCRG), which is used in obtaining the route guidance command \( \theta_{IHJ} \) value for the control step \( t_c \) as follows:
\[
\theta_{\text{real}}_{IHJ}(t_c) = \gamma \theta_{\text{MPC}}_{IHJ}(t_c) + (1 - \gamma) \theta_{\text{logit}}_{IHJ}(t_c),
\]
(4.28)

where \( \theta_{\text{real}}_{IHJ}(t_c) \) is the realized route guidance command (i.e., the value used in simulation), whereas \( \theta_{\text{MPC}}_{IHJ}(t_c) \) and \( \theta_{\text{logit}}_{IHJ}(t_c) \) are the outputs of the MPC and the logit model, respectively.

### 4.4.1 Congested scenario

Let us describe the base case scenario: The network is uncongested at the beginning, but faces increased inflow demands as time progresses. The driver compliance level \( \gamma \) is 100% and ratio of demands \( \rho \) is equal to 0, meaning no trips have city center as destination—nevertheless this is an important region of attraction as many trips prefer to cross the center due to short distance. The results are given in fig. 4.3, where the evolution of regional accumulations (fig. 4.3a to 4.3d) are shown alongside graphs of time spent in network (fig. 4.3e), cumulative traveled distance (fig. 4.3f), outflow of city center (fig. 4.3g), and noisy inflow demand profiles (fig. 4.3h).
center (i.e., region 4) (fig. 4.3g), and the noisy inflow demands $\tilde{Q}_{IJ}(t)$ (fig. 4.3h), all as a function of simulation time, for the no control (NC) case and the three MPC schemes (please refer to the legends in fig. 4.3 for descriptions of each figure). A summary of the results is given in table 4.1, which shows the two performance metrics about time and distance (i.e., TTS and TTD), improvement over the NC case for TTS, increase in TTD over the theoretically possible minimum TTD (which is calculated by considering that all vehicles are able to take the physical shortest path to their destinations under free flow conditions, and is equal to $3.87 \times 10^8$ veh-m), and the CPU times for the MPC schemes. The results indicate that all MPC schemes are capable of improving mobility in the urban network, as they have decreased values of both the TTS and TTD metrics, in comparison to the NC case. Noting that control sampling time $T_c$ is chosen as 240 s, the CPU time results given in table 4.1 suggest that the schemes are computationally tractable, as their CPU times are negligible in comparison to $T_c$.

PCRG is superior in distributing the vehicle flows efficiently over the whole network, which translates to efficient usage of the network capacity, leading to less congestion and also decreased values of TTS. This is clearly seen in the regional accumulation plots (b)–(d) in fig. 4.3, where PCRG can suppress congestion evenly in all regions. Note also that for all three strategies not all regions are able to operate below the critical value of accumulation, so even the best control scheme still experiences some congestion for some regions, notably for smaller durations. This highlights the importance of using prediction and aggregated future O-D information via MPC. For example, PI type controllers without demand information (see [9], [12], [80]) are successful when all regions can operate close to their critical accumulations. But if this is not possible due to high demand, aggregated O-D information is expected to further improve network performance.

The NC case cannot avoid severe congestion close to gridlock, leading to drastic decrease in outflow for the city center (as seen in fig. 3g) and thus inefficient use of the city center capacity for transferring flows from periphery to periphery. This is crucial for both TTS and TTD metrics, since routes through the city center are generally the physical shortest paths connecting two opposing peripheral regions. The MPC schemes, on the

<table>
<thead>
<tr>
<th>Control scheme</th>
<th>TTS ($\times 10^7$ veh-s)</th>
<th>TTS decrease over NC (%)</th>
<th>TTD ($\times 10^8$ veh-m)</th>
<th>TTD increase over theo. min. (%)</th>
<th>Avg. CPU time (s)</th>
<th>Max. CPU time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NC</td>
<td>9.50</td>
<td>–</td>
<td>4.81</td>
<td>25</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>PC</td>
<td>7.58</td>
<td>20</td>
<td>4.60</td>
<td>19</td>
<td>0.66</td>
<td>1.59</td>
</tr>
<tr>
<td>RG</td>
<td>7.02</td>
<td>26</td>
<td>4.47</td>
<td>16</td>
<td>6.43</td>
<td>8.22</td>
</tr>
<tr>
<td>PCRG</td>
<td>6.76</td>
<td>29</td>
<td>4.35</td>
<td>13</td>
<td>8.45</td>
<td>10.18</td>
</tr>
</tbody>
</table>
other hand, make efficient use of the city center as seen in the city center outflow (i.e., $G_4(N_4(t))$) plot in fig. 4.3g, which shows their success in keeping the city center close to critical accumulation $N_{cr}$ until network starts to unload. It is interesting that city center remains severely congested even if drivers are adaptive and update their routes based on travel time information (i.e., the NC case), which is not the case when control is applied.

Route guidance based schemes can improve both TTS and TTD metrics compared to the PC scheme due to their authority over routing, increasing the percentage of drivers using the physical shortest path. Thus, vehicles spend less time and travel for shorter distances before exiting the network. The percentage of drivers that are momentarily using the physical shortest path to their destinations is given in fig. 4.4 for NC and the three MPC schemes. This result shows that route guidance based schemes succeed in making more drivers use the physical shortest path, explaining the improvement in TTD. The fact that regional route guidance (which tries to develop conditions close to system optimum) might create worse travel times for some users is analyzed later in the chapter.

4.4.2 Effect of cyclic behavior prohibition

To examine the effect of absence of cyclic behavior prohibition in the proposed model, given in section 4.2.2, a series of simulation experiments are conducted based on the scenario in section 4.4.1. The model formulation is changed via relaxing the condition $H \neq G$ in eq. (4.9) so as to allow cyclic flows. To summarize the presence of cyclic behavior, the percentage of vehicle flows that are returning to the region they came from among the total vehicle flows is considered:

$$\frac{\sum_{O \in R} \sum_{K \in R \setminus G} \sum_{G \in R \setminus K} \sum_{J \in R} M_{OKGKJ}(t)}{\sum_{O \in R} \sum_{G \in R} \sum_{I \in R} \sum_{H \in R} \sum_{J \in R} M_{OIGHJ}(t)}, \tag{4.29}$$
where the vehicle flow $\bar{M}_{OGIHJ}(t)$ is defined as follows

$$\bar{M}_{OGIHJ}(t) = U_{IH}(t)\theta_{OGIHJ}(t)M_{OGIJ}(t).$$ (4.30)

The results are given in fig. 4.5, showing this percentage as a function of simulation time. There are substantial cyclic flows occurring in the simulation, which can be avoided with the use of the proposed model, supporting the use of such a model with more detailed states to represent the plant.

4.4.3 Driver compliance and demand ratio analysis

In an ideal case with route guidance actuation, all drivers would follow $\theta_{IHJ}$ exactly, but this may not be the case in reality as some drivers might prefer choosing their own routes. To analyze how driver compliance affects route guidance performance, a series of simulations with four different values of $\rho$ are conducted by varying compliance level $\gamma$ from 0% to 100%, which are summarized in fig. 4.6. Interestingly, the results differ with varying ratio of demand that has the city center as a destination: For low values of $\rho$, i.e., for the case with most of the trips from periphery to periphery, these results show that: (a) PC is not very successful in decreasing TTS, while RG performs well for high compliance; thus, PC is not very appropriate when destinations are distributed all over the city and the city center is used mainly for crossing trips, (b) there is no difference between RG and PCRG schemes. For high $\rho$ values, on the other hand, the results indicate: (a) Increasing $\gamma$, especially for RG, yields in larger performance improvements, (b) there are substantial differences between RG and PCRG. Specifically, for the case with $\rho = 0.35$, RG cannot prevent gridlock for $\gamma$ lower than 0.8, whereas PCRG is able to prevent it for $\gamma$ higher than 0.5, showcasing the superiority of PCRG over RG in improving network performance even in difficult demand conditions (i.e., high $\rho$) and low compliance. Besides the performance improvement aspect of these results, an intuition with respect to field implementations can be developed: When a small number of destinations is within the city center, a route guidance system would be sufficient.
and perimeter control is not necessary. This might happen if the city center has high quality public transport and expensive parking, discouraging people to travel by car in the center. If the number of destinations in the center is higher, then perimeter control is beneficial as it can prevent the center from overcrowding even for low levels of compliance. Furthermore, while RG and PCRG have similar performance for high compliance (with the exception of many city center trips, i.e., for $\rho = 0.35$), the difference is highly pronounced for lower compliance levels. This highlights the importance of coupling PC with RG for realistic implementations, as $\gamma$ might not be very high due to issues of acceptance by the whole population of drivers and lack of smart technologies in some vehicles.

4.4.4 Detailed analysis of travel time benefits

Control via route guidance may cause some drivers to experience longer travel times compared to cases with no route guidance, leading to lower compliance and finally in less efficient schemes due to low user acceptance. To examine the travel time benefit of drivers under the RG and PCRG schemes, compared to the PC scheme, a series of simulation experiments are conducted with four different values of $\rho$ and $\gamma$. For each MPC scheme, the travel times of each group of users with a certain regional O-D are estimated as a function of time based on the horizontal distance between the cumulative departure-arrival curves. Figure 4.7 provides the cumulative curves for the three schemes (departure curve is the same, as each scheme is tested with the same demand) for O-D pair 1–7. While for small $\rho$ and in the beginning of each case the three schemes are very similar, when a higher number of trips has the center as destination (i.e., for high values of $\rho$), PCRG performs better than PC and RG. Based on these estimations the distribution of travel time benefits of RG and PCRG are compared to PC, which does not have any ability to control individual O-D movements. The distributions, given in fig. 4.8, consist of all O-D pairs and times, and are for 4 different values of $\rho$, each case having a constant value of $\gamma$ (for each case separately, this corresponds to the $\gamma$ value for which PC and RG have the same TTS performance). The distributions are skewed and contain both positive and negative values indicating the influence of the schemes for different users. These results indicate the superiority of PCRG over RG, as it keeps almost all drivers better off in terms of experienced travel times: In all cases, roughly 90% of drivers benefit from PCRG, and in general only 2-3% experience travel times extended longer than 5 minutes, suggesting substantial potential for practice.

4.4.5 Sensitivity to changes in boundary capacity

To study the effect of the boundary capacity, a series of simulation experiments are conducted via scaling the parameters $C_{IH}^{\max}$ (maximum capacity) and $\alpha$ (specifies the accumulation for which the capacity starts decreasing) used for the congested scenario
in 4.4.1 by factors varying from 0.3 to 1.1 (capacities are non-binding above 1.1). The results, given in fig. 4.9, show that the MPC schemes are fairly insensitive to changes in boundary capacity for factors larger than 0.6, supporting the initial conjecture that boundary capacity can be ignored in the MPC prediction model. Interestingly, boundary capacity seems to provide benefits similar to perimeter control for those cases without actual perimeter control, as seen from the decreased TTS for factors around 0.5 for NC and 0.6 for RG.

### 4.5 Conclusion

The chapter includes contributions in two aspects: (a) For traffic modeling, a novel cyclic behavior prohibiting dynamic urban network model is proposed, with the potential of yielding more realistic simulation results for route guidance scenarios compared to current MFD-based urban network models in the literature, (b) for the control design aspect, integrating perimeter control and route guidance type actuators, economic nonlinear MPC schemes are developed for improving mobility in urban networks. Macroscopic simulation studies indicate the potential for substantial improvement in mobility through the use of route guidance, in comparison to control via perimeter control only. A further observation is that since route guidance actuation cannot restrict flows, unlike perimeter control, it is unable to protect urban regions from severe congestion especially for cases with imperfect driver compliance. Highest performance is obtained by using both types of actuators.

This chapter focused on the combined use of two macroscopic traffic actuation methods, namely perimeter control and route guidance, in an optimization-based control framework. Although perimeter control is expected to be relatively easily applicable in field implementations since it requires instrumenting a set of traffic lights, realizing route guidance actuation is potentially more involved due to the need for sending routing commands to drivers. In the next chapter we examine how a hierarchical traffic management scheme can be designed for realizing macroscopic route guidance actions by a lower-level path assignment mechanism.
Figure 4.6 – Performance comparison of the NC case and the three MPC schemes, for different values of $\rho$, as a function of driver compliance level $\gamma$: (a)–(d) normalized TTS, (e)–(h) normalized TTD.
Figure 4.7 – Departure curve (d.c.) and arrival curves (a.c.) for the three MPC schemes, for the O-D pair 1–7.
Figure 4.8 – Travel time benefit of drivers in RG and PCRG schemes with respect to PC scheme, for $\rho$ values of 0.05, 0.15, 0.25, and 0.35, for a constant $\gamma$ separately for each $\rho$ value.

Figure 4.9 – Sensitivity of TTS performance to changes in boundary capacity.
Chapter 5

Integration of route guidance and path assignment

5.1 Introduction

In this chapter a hierarchical traffic management scheme is proposed, integrating path assignment with route guidance control. Considering MFD-based dynamics with heterogeneity terms, the route guidance-based economic MPC scheme optimizes network performance by actuation via split ratios of interregional transfer flows (i.e., route guidance commands). The lower-level path assignment mechanism recommends sub-regional paths for vehicles to follow, satisfying the route guidance commands in order to achieve said performance. Performance of the proposed hierarchical scheme is evaluated via macroscopic simulation experiments on an urban network with 7 regions and 49 sub-regions.


Literature review is not included here; it is given for the whole dissertation in chapter 1.

5.2 Two-level modeling of a multi-region urban network

In this section, we introduce two traffic models: (i) a region model considering an urban network partitioned into a small number of regions, and (ii) a sub-region model defining dynamics for a far more detailed network representation where the above regions are
divided into smaller sub-regions. A network consisting of 7 regions and 49 sub-regions is schematically shown in Figure 5.1.

To build a hierarchical control scheme, we use the approach of [36] with two modeling levels; sub-region model representing the traffic reality and region model representing the operation or prediction model. In the sub-regional representation, the network is actually not partitioned into 49 sub-regions, but simply this collection of 49 sub-regions is the network itself. In other words, the sub-regions, for the purposes of this work, are the smallest particles and represent the network itself. The sub-region dynamics, together with the presumed sub-regional MFD parameters, are considered to represent the reality of the urban network, where we assume that: (1) There is no internal routing inside a sub-region (as details beyond the sub-region are not modeled), (2) there are no interactions between the sub-regional average trip lengths and the path assignment decisions (the average distance the vehicles cross in a sub-region is assumed constant and same for everyone), (3) the traffic performance is represented by a stable MFD (note that we also test the proposed model later with some scatter in sub-region MFD). In a more detailed representation (e.g., microscopic simulation), sub-regions can be replaced with links (sections between intersections), where also there is no route choice (the only option is to cross the whole link), trip distance is the same for all users and fundamental diagram is stable. Therefore, one can make an analogy between sub-regions and links. In contrast to this, in the region model, we assume that the network (as represented by the 49 sub-regions) is partitioned into 7 regions for control purposes, and this is the actual partitioning considered in the chapter. Region sizes are important in the sense that partitioning the network into a large number of regions could potentially lead to computational problems regarding the route guidance MPC. In [63], the computational efficiency results suggest that for a network partitioned into 7 regions, the MPC schemes retain real-time feasibility, whereas a number much more than 7 could be expected to yield intractability problems.

5.2.1 Region model

Consider an urban network \( \mathcal{R} \) with heterogeneous distribution of accumulation, with a given partition into \( R \) regions, i.e., \( \mathcal{R} = \{1, 2, \ldots, R\} \). Inflow demand generated in region \( I \) with destination \( J \) is \( Q_{IJ}(t) \) (veh/s), whereas \( N^H_{IJ}(t) \) (veh) is the accumulation in region \( I \) with destination \( J \) that is going to transfer from \( I \) to \( H \), with \( N_I(t) \) (veh) expressing the total regional accumulation in \( I \), at continuous time \( t \); \( I, J \in \mathcal{R} \); \( N_I(t) \triangleq \sum_{J \in \mathcal{R}} \sum_{H \in \mathcal{V}_I} N^H_{IJ}(t) \), where \( \mathcal{V}_I \) is the set of regions adjacent to \( I \). For each region we consider regional split ratios \( \theta^H_{IJ}(t) \) (for \( I, J \in \mathcal{R}, H \in \mathcal{V}_I \)), that can distribute the transfer flows entering region \( I \) with destination \( J \) over neighboring regions \( H \in \mathcal{V}_I \). Note here that in contrast to previous works [52], [63], where the regional split ratio \( \theta^H_{IJ}(t) \) expresses a distribution of the flow exiting region \( I \) over its neighbors, in the present work it distributes the flow entering region \( I \). This definition of \( \theta^H_{IJ}(t) \) is consistent with
the definition of the path assignment control inputs for the sub-regional model, which will be described in the next sections.

Mass conservation equations for an $R$-region MFDs network are:

$$\dot{N}^H_{II}(t) = \theta^H_{II}(t) \left( Q_{II}(t) + \sum_{G \in V} M^H_{GI}(t) \right) - M^H_{HI}(t) \quad H \in V_I \cup I$$  \hspace{1cm} (5.1a)

$$\dot{N}^H_{IJ}(t) = \theta^H_{IJ}(t) \left( Q_{IJ}(t) + \sum_{G \in V_I} M^H_{GJ}(t) \right) - M^H_{JI}(t) \quad H \in V_I, \ I \neq J,$$ \hspace{1cm} (5.1b)

for $I, J \in \mathcal{R}$. $M^I_{II}(t)$ (veh/s) is the exit (i.e., internal trip completion) flow from region $I$ to destination $I$ (exiting without leaving region $I$), whereas $M^I_{IJ}(t)$ (veh/s) is the flow transferring from $I$ to $H$ with destination $J$. The exit and transfer flows can be expressed as follows (following [36]):

$$M^I_{II}(t) = \frac{N^I_{II}(t)}{N_I(t)} \frac{F_I(N_I(t))}{L_{II}(t)} \rho_I(N_I(t), \sigma(N_I(t)))$$ \hspace{1cm} (5.2a)

$$M^I_{IJ}(t) = \frac{N^H_{IJ}(t)}{N_I(t)} \frac{F_I(N_I(t))}{L_{IH}(t)} \rho_I(N_I(t), \sigma(N_I(t))),$$ \hspace{1cm} (5.2b)
INTEGRATION OF ROUTE GUIDANCE AND PATH ASSIGNMENT

where \( F_I(\cdot) \) (veh.m/s) is the production MFD of region \( I \) as a function of regional accumulation \( N_I(t) \) (for a 3rd degree polynomial approximation, the MFD is of the form \( F_I(N_I(t)) = A N_I(t)^3 + B N_I(t)^2 + C N_I(t) \), where \( A, B, \) and \( C \) are the MFD parameters estimated from data), \( L_{II}(t) \) and \( L_{IH}(t) \) are the average trip lengths for internal trips inside region \( I \) and transferring trips from \( I \) to \( H \), respectively, whereas \( \rho_I(\cdot) \in [0, 1] \) is the heterogeneity coefficient of region \( I \) expressing the decrease in production due to heterogeneity (\( \rho_I(\cdot) = 1 \) if region \( I \) is perfectly homogeneous and it decreases with increasing heterogeneity), which can be formulated as follows (see [36] for details):

\[
\rho_I(N_I(t), \sigma(N_I(t))) = \beta \cdot \left( e^{\gamma \cdot (\sigma(N_I(t)) - \sigma_h)} - 1 \right) + 1 \quad \forall I \in \mathcal{R},
\]

(5.3)

where \( \sigma(N_I(t)) \) is the heterogeneity variance of region \( I \), \( \sigma_h \) is the standard deviation of summation of negative binomial distributions of the sub-regions of region \( I \) with mean occupancy \( N_I(t)/|I| \) (with \( I \) the set of sub-regions in region \( I \) and \( |I| \) its size), whereas \( \beta \) and \( \gamma \) are estimated parameters describing the effect of heterogeneity in link density on the production of the region. Analyses based on real data demonstrate that the negative binomial distribution can provide accurate estimations for mean and standard deviation of occupancies for the Yokohama network [36]. That means, one can accurately estimate the production in a region using two terms; (i) an upper bound (low-scatter) MFD (i.e. \( F_I(N_I(t)) \)) and (ii) the heterogeneity degradation (i.e. \( \rho_I \)). While \( F_I(N_I(t)) \) can be represented with a 3rd-degree polynomial function, \( \rho_I \) is modeled with an exponential function. The parameters of these functions are network-specific values and might exhibit changes in different applications; however, it is important that one uses a consistent set of parameters based on the same network and data set.

The regional split ratios \( \theta^H_{IJ}(t) \) are control inputs which are to be computed by the network-level route guidance MPC, the design of which is studied in the next section. Note that recently there are efforts to address in heterogeneous trip lengths in more detail by considering a trip based formulation (see for example [81], [82] and [83]). While these models might provide a better estimation of outflow, they are more tedious to be integrated in a control framework. This is an ongoing research direction.

5.2.2 Sub-region model

Sub-region model presented in this section builds on [51], and it is necessary to develop the path assignment mechanism which will be introduced in the next section. Consider an urban network \( \mathcal{SR} \) with heterogeneous distribution of accumulation and a given partition into \( \mathcal{SR} \) sub-regions, i.e., \( \mathcal{SR} = \{1, 2, \ldots, \mathcal{SR} \} \). Now, consider a sub-region \( r \in \mathcal{SR} \) with homogeneous distribution of congestion whose traffic performance is well described by MFD, \( f_r(n_r(t)) \), representing the sub-region production (veh.m/s) corresponding to the accumulation \( n_r(t) \) (veh) at continuous time \( t \). The average sub-region speed is \( v_r(t) = f_r(n_r(t))/n_r(t) \) (m/s), and trip completion rate is \( m_r(t) = f_r(n_r(t))/l_r \) (veh/s),
considering a constant sub-regional average trip length \( l_r \) (m) independent of time, destination or next region.

Let \( n_{o,d}^{p,r}(t) \) denote the number of vehicles in sub-region \( r \) at time \( t \) with first sub-region \( o \) in a given region \( I \), destination sub-region \( d \) and path \( p \), i.e. the sequence of sub-regions from \( o \) to the last sub-region \( d \) in \( I \); \( o,d,r \in I, \ d \in SR \), \( \sum_o \sum_d \sum_p n_{o,d}^{p,r}(t) = n_r(t) \). Note that \( r \) belongs to \( p \), and all sub-regions along \( p \) are in region \( I \). That means, \( n_{o,d}^{p,r}(t) \) tracks the vehicles from the time they enter region \( I \) or start their trip until they leave it or reach their destination. Therefore, \( o \) is either the origin sub-region where the demand is generated or the boundary sub-region that receives flows from other regions. Similarly, \( d \) is either the destination sub-region (i.e. \( d = d \)) or the boundary sub-region that sends flows to other regions. Trip completion rate or the transfer flow \( m_{o,d}^{p,r}(t) \) for the same group of vehicles reads as follows:

\[
m_{o,d}^{p,r}(t) = \frac{n_{o,d}^{p,r}(t)}{n_r(t)} \cdot m_r(t) = \frac{f_r(n_r(t))}{l_r} \cdot \frac{n_{o,d}^{p,r}(t)}{n_r(t)} = v_r(t) \cdot \frac{n_{o,d}^{p,r}(t)}{l_r}.
\] (5.4)

If \( d = r \), the above equation refers to flow leaving the network at sub-region \( d \). Otherwise, it represents the transfer flow from sub-region \( r \) to sub-region \( p \), i.e. the sub-region following \( r \) in the path \( p \). However, as the transfer flow is also subject to the boundary capacity between the sub-regions, we denote the actual transfer flow by \( \hat{m}_{o,d}^{p,r}(t) \). Note that, in a similar way, \( p(r) \) is the sub-region preceding \( r \) in path \( p \). Sub-region traffic dynamics are then defined as follows:

\[
\frac{d n_{o,d}^{p,r}}{dt} = \begin{cases} 
q_o^p - m_{o,d}^{p,r} & \text{(i) if } r = o \land r = d, \\
q_{o,d}^p - \hat{m}_{o,d}^{p,r} & \text{(ii) if } r = o \land r \neq d, \\
\hat{m}_{o,d}^{p,r(r)} - m_{o,d}^{p,r} & \text{(iii) if } r \neq o \land r = d, \\
\hat{m}_{o,d}^{p,r(r)} - \hat{m}_{o,d}^{p,r} & \text{(iv) otherwise.}
\end{cases}
\] (5.5)

where

\[
\hat{m}_{o,d}^{p,r} = \min[m_{o,d}^{p,r}, c_r(n_{p+r(r)} \cdot \alpha_{o,d}^{p,r})] \quad \forall r \neq d
\] (5.6)

\( q_{o,d} \) denotes the sum of the exogenous demand generated in \( o \) or the flow transferred to \( o \) at time \( t \) with destination \( d \), and \( q_{o,d}^p \) represents the assigned flow to path \( p \); \( \sum_p q_{o,d}^p = q_{o,d} \). Note that time \( t \) is omitted from the above equations for the sake of notational simplicity. Additionally, \( q_{o,d}^p \) is equal to \( q_{o,d} \cdot \alpha_{o,d}^p \), where \( \alpha_{o,d}^p \) is the path fraction and the decision variable to be computed by ILP-based path assignment scheme that will be described in the next section. Equation 5.5 defines the change in accumulation \( n_{o,d}^{p,r} \) based on four cases. In (i), we deal with internal demand within the same sub-region; therefore, the rate is simply the newly assigned flow minus the trip completion rate which is not bounded by any capacity function. The sub-regional model assumes that internal sub-regional demand never leaves the sub-region; therefore, in this case the sub-regional path \( p \) consists of
only one sub-region. In (ii), \( r \) is the first sub-region in the region but not the destination. So, the rate is simply the assigned flow minus the transfer flow to the next sub-region in path \( p \). (iii) If \( r \) is destination but not the first sub-region, then the rate is defined as the transfer flow from the previous sub-region minus the trip completion rate which is again not bounded by any capacity function. In other cases (iv), the rate is equal to the transfer flow from the previous sub-region minus the transfer flow to the next sub-region.

Equation 5.6 defines the actual transfer flow from \( r \) to the next sub-region \( p^+(r) \) in path \( p \) for all sub-regions except destination sub-region \( d \). It is the minimum of two terms: (i) the sending flow from sub-region \( r \) and (ii) the receiving capacity of sub-region \( p^+(r) \) that is a function of two terms; \( c^p_r(n_{p^+(r)}) \) and \( a^p_{o,d} \). Capacity at boundary between \( r \) and \( p^+(r) \), i.e. \( c^p_r(n_{p^+(r)}) \), is a decreasing function of accumulation, which represents the resistance of the sub-region to absorb more traffic with increasing congestion. Additionally, \( a^p_{o,d} \) is the fraction of boundary capacity that can be allocated to \( \hat{m}^p_{o,d} \). Using \( m^p_{o,d} \) values, we calculate the total number of vehicles heading for a particular boundary between two sub-regions. As not all the vehicles may be allowed to pass the boundary due to the finite capacity, we calculate the fraction of \( m^p_{o,d} \) to the total flow heading for the same boundary and assign the corresponding fraction of the capacity to \( \hat{m}^p_{o,d} \). Equation 5.6 suggests that only the minimum of the sending flow, i.e. \( m^p_{o,d} \), and the allocated capacity, i.e. \( c^p_r(n_{p^+(r)}) \cdot a^p_{o,d} \) can cross the boundary. This calculation follows the definition of [84].

5.3 Hierarchical traffic management of large-scale urban networks

In this section, we develop an integrated hierarchical route guidance system. The flowchart in Figure 5.2 summarizes the proposed hierarchical framework. On the upper level, the MPC scheme computes optimum regional split ratios based on the accumulation, average trip length and heterogeneity measurements taken from the sub-region model. MPC assumes that average trip length and heterogeneity measures remain constant over the prediction horizon and minimizes the network delay by predicting the evolution of region accumulations. The optimum split ratios are then transferred to ILP-based path assignment scheme, which produces sub-regional path decisions in accordance with the aggregated split values within each region. This procedure assigns the transfer flow and the exogenous demand to the paths between the sub-region they appear in (or the boundary sub-region) and their destination (or the boundary sub-region). The resulting path decisions calculated by the ILP-based path assignment scheme are then applied to the sub-region model.

While the sub-region and region models are defined based on the continuous time \( t \), the hierarchical control framework operates on a discrete-time basis. The lower-level, consisting of the sub-region model (i.e., the plant) and the ILP mechanism, is operated
according to the simulation time step $t_s$ (see the clock at lower right of Figure 5.2). The simulation time step $t_s$ is an integer multiple of the simulation sampling time $T_s$ (s), i.e., $t_s = m_s \cdot T_s$ with $m_s \in \mathbb{Z}_{\geq 0}$. In other words, the ILP commands $\alpha_{o,d}(t_s)$ are updated at each simulation time step $t_s$ (i.e., each $T_s$ seconds). The MPC scheme at the upper-level, on the other hand, is operated according to the control time step $t_c$ (see the clock at lower left of figure 5.2). The control time step $t_c$ is an integer multiple of the control sampling time $T_c$ (s), i.e., $t_c = m_c \cdot T_c$ with $m_c \in \mathbb{Z}_{\geq 0}$. Thus, the MPC scheme receives the traffic state information, and updates its decisions $\theta_{I,J}$ based on this information, at each control sampling time $t_c$ (i.e., each $T_c$ seconds). Note that control time step $T_c$ is usually chosen as an integer multiple of $T_s$ for convenience. Hence, the MPC command $\theta_{I,J}(t_c)$ is updated at each control time step $t_c$ and kept constant between consecutive control time steps, while the ILP mechanism uses this constant value to compute the $\alpha_{o,d}(t_s)$ command until the control step ends (thus, using the same value for $T_c/T_s$ times).

The whole procedure is repeated in the next control time step in the receding horizon fashion.

### 5.3.1 Sub-regional path assignment

In this section, we formulate an ILP problem in order to assign the flows in the sub-region network so that they satisfy $\theta_{I,J}$ values ordered by route guidance MPC and produce $L_{IIH}$ values within a tolerance range. The formulation, which is repeated for each region
\[ \begin{align*}
\text{minimize} & \quad \sum_{p \in P} \sum_{H \in V_I} \left( \sum_{o \in I} \sum_{d \in J} |\theta_{IJ}^R(t_c) - \hat{\theta}_{IJ}^R| \cdot \sum_{o \in I} \sum_{d \in J} q_{o,d} \right) \\
\text{subject to} & \quad \sum_{p \in P} \alpha_{o,d}^p = 1, \quad \forall o \in I, \forall d \\
& \quad \alpha_{o,d}^p \in \{0, 1\}, \quad \forall o \in I, \forall d, \forall p \in P \\
& \quad \hat{\theta}_{IJ}^R = \frac{\sum_{o \in I} \sum_{d \in J} \sum_{p \in P_H^o} \left( q_{o,d} \cdot \alpha_{o,d}^p \right)}{\sum_{o \in I} \sum_{d \in J} q_{o,d}} \quad \forall J, \forall H \in V_I \\
& \quad \hat{L}_{IH} = \frac{\sum_{o \in I} \sum_{d \in J} \sum_{p \in P_H^o} \left( q_{o,d} \cdot \alpha_{o,d}^p \cdot l_p \right)}{\sum_{o \in I} \sum_{d \in J} \sum_{p \in P_H^o} \left( q_{o,d} \cdot \alpha_{o,d}^p \right)} \quad \forall H \in V_I \\
& \quad (1 - \varepsilon) \cdot L_{IH}(t_c) \leq \hat{L}_{IH} \leq (1 + \varepsilon) \cdot L_{IH}(t_c) \quad \forall H \in V_I,
\end{align*} \]

where \( \theta_{IJ}^R(t_c) \) is the regional split ratio ordered by MPC at the control time step \( t_c \) and \( L_{IH}(t_c) \) is the average trip length assumed to remain constant from the same control time step. \( \hat{\theta}_{IJ}^R \) and \( \hat{L}_{IH} \), on the other hand, are the corresponding variables that are reconstructed based on the trajectories of assigned flows. Also, denote \( P^o \) the set of all paths starting from \( o \), \( P_H^o \) the subset of paths heading for neighboring region \( H \), \( l_p \) the distance to be crossed along path \( p \) within region \( I \) and \( \varepsilon \) tolerance error between the observed and reconstructed trip lengths. Note that simulation time step \( t_s \) is omitted from the above equations for the sake of notational simplicity and the only static variables are the physical path distance \( l_p \) and tolerance error \( \varepsilon \). The remaining variables, which are not followed by \( \left(t_c\right) \), should in fact be followed by \( \left(t_s\right) \).

Equation 5.7 minimizes the weighted average of the absolute difference between the ordered and reconstructed regional split ratios given the constraints presented from Equation 5.7a to 5.7e. The objective function considers the weighted average with respect to demand between regions (i.e. \( \sum_{o \in I} \sum_{d \in J} q_{o,d} \)) so as to attach more importance to high-volume pairs. Equation 5.7a guarantees that the demand between \( o \) and \( d \) is assigned to a path, while Equation 5.7b defines \( \alpha_{o,d}^p \) as a binary variable and warrants an all-or-nothing assignment process. Considering the demand \( q_{o,d} \) to be assigned between \( o \) and \( d \) (including the exogenous demand and the transfer flow), Equation 5.7c defines the regional split ratios based on the assigned flows. The denominator in Equation 5.7c is the total flow to be assigned between \( I \) and \( J \), while the numerator is the portion allocated with the routes targeting neighboring region \( H \). Similarly, Equation 5.7d computes the average trip lengths based on the assigned paths. The denominator represents the assigned flow heading for the boundary between \( I \) and \( H \), and the numerator defines the total distance traveled by them. Finally, Equation 5.7e defines the tolerance bounds that the reconstructed trip length should fall into. Note that the above formulation is
since Equation 5.7d includes the decision variable $\alpha_{o,d}^p$ both in the numerator and the denominator, the resulting problem cannot be formulated as an ILP. Therefore, assuming that $\theta_{IJ}^H$ values ordered by MPC will be fully satisfied, we replace Equation 5.7d with the following:

$$\hat{L}_{IH} = \frac{\sum_{o \in I} \sum_d \sum_{p \in P_o^H} (q_{o,d} \cdot \alpha_{o,d}^p \cdot l^p)}{\sum_{o \in I} \sum_d (q_{o,d} \cdot \delta_{dJ} \cdot \theta_{IJ}^H)} \quad \forall H \in V_I$$

(5.8)

where $\delta_{dJ}$ is 1 if $d \in J$, and 0 otherwise. We note that Equation 5.7d and Equation 5.8 are equal to each other if $\theta_{IJ}^H$ and $\hat{\theta}_{IJ}^H$ are the same. And, the above approximation does not affect the performance of the assignment scheme as long as $\theta_{IJ}^H$ and $\hat{\theta}_{IJ}^H$ are close to each other. Essentially, Equation 5.7d is replaced with Equation 5.8 relying on the assumption that the value of the objective function is zero. However, this does not force the objective function to be zero. The decision variables (i.e. $\alpha_{o,d}^p$) are still in the numerator of the formula presented in Equation 8, which allows the framework to test different values of $\hat{L}_{IH}$ and so $\hat{\theta}_{IJ}^H$. Obviously, the value of $\hat{L}_{IH}$ from Equation 5.7d will differ from that of Equation 5.8 in most cases where $\theta_{IJ}^H$ and $\hat{\theta}_{IJ}^H$ are not exactly the same. Nevertheless, this discrepancy should be minimal at the optimal solution where $\theta_{IJ}^H$ and $\hat{\theta}_{IJ}^H$ are expected to be similar. This replacement is crucial to keep the problem linear and tackle it with ILP solution methods. Nevertheless, we realize that Equation 5.8 does not account for dynamic conditions in the sub-regions; it only considers the distance to be crossed along the path, which is a static physical measure. In order to ensure homogeneity within the regions, we further modify Equation 5.8 and express the travel time from region $I$ to region $H$ with the below formula:

$$\frac{\hat{L}_{IH}}{V_I} = \frac{\sum_{o \in I} \sum_d \sum_{p \in P_o^H} (q_{o,d} \cdot \alpha_{o,d}^p \cdot \sum_{r \in P} (l_r/v_r))}{\sum_{o \in I} \sum_d (q_{o,d} \cdot \delta_{dJ} \cdot \theta_{IJ}^H)} \quad \forall H \in V_I$$

(5.9)

where $V_I$ denotes the average speed in region $I$ (i.e. $F_I(N_I)/N_I$). Basically, we break the path distance $l^p$ into sub-regions, and calculate the travel time in each sub-region $r$ using the static average distance $l_r$ and the dynamic speed $v_r$ changing with time $t_s$ (the actual notation should be $v_r(t_s)$, but $t_s$ is omitted for simplicity). The sum of them gives us the travel time on the sub-regional path $p$. If actual traffic conditions are ignored, certain sub-regions within a given region might be more (or less) congested depending on the routing and the sub-regional paths. To avoid such cases and improve homogeneity within regions, we replace Equation 5.8 with Equation 5.9 where we account for both distance and current traffic conditions in the network. Note that the target measure in Equation 9 is the average travel time from $I$ to $H$, not the average distance which is a static network attribute. This allows us to react to uneven distribution of congestion across the sub-regions and ensure homogeneity within the regions. In other words, Equation 5.9 enables ILP to control the region-to-region travel times and avoids overloading of
The path assignment mechanism could also be formulated as a linear programming problem, where \( \alpha_{p,o,d} \) could be defined as a continuous variable between 0 and 1. Although this would significantly simplify the computation efforts, there may not always be enough demand to accommodate such split ratios. While we keep the formulation here as an ILP problem, we test the effects of this assumption later in Section 5.4.3.

The ILP problem is formulated using YALMIP [85], an optimization modeling toolbox for MATLAB, and solved with Gurobi. The optimization scheme is implemented using MATLAB 8.5.0 (R2015a), on a 64-bit Windows PC with 3.6-GHz Intel Core i7 processor and 16-GB RAM.

### 5.3.2 Regional route guidance MPC

We formulate the problem of finding the regional split ratio \( \theta_{IJ}^H \) values that minimize total time spent (for a finite horizon) as the following discrete time economic nonlinear MPC problem (extending the work in [63]):

\[
\begin{align*}
\min_{\theta} & \quad T_c \cdot \sum_{k=0}^{N_p-1} 1^T N(k) \\
\text{subject to} & \quad N(0) = \hat{N}(t_c) \\
& \quad |\theta(0) - \hat{\theta}(t_c-1)| \leq \Delta_\theta \\
& \quad \text{for } k = 0, \ldots, N_p - 1:
\begin{align*}
N(k+1) &= f_r \left( \hat{N}(k), Q(k), \rho(t_c), \hat{L}(t_c), \theta(k) \right) \\
0 &\leq N_I(k) \leq N_{I_{\text{jam}}}, \forall I \in \mathcal{R} \\
0 &\leq \theta_{IJ}^H(k) \leq 1, \forall I, J \in \mathcal{R}, H \in \mathcal{V}_I \cup I \\
\sum_{H \in \mathcal{V}_I \cup I} \theta_{IJ}^H(k) &= 1, \forall I, J \in \mathcal{R} \\
&\text{if } k \geq N_c:
\begin{align*}
\theta(k) &= \theta(k-1),
\end{align*}
\end{align*}
\end{align*}
\]

where \( T_c \) and \( t_c \) are the control sampling time and control time step, respectively (with \( t_c = m_c \cdot T_c \) where \( m_c \in \mathbb{Z}_{\geq 0} \)), \( N(k) \), \( Q(k) \), \( \rho(t_c) \), \( \hat{L}(t_c) \), and \( \theta(k) \) are vectors containing all \( N_{IJ}^H(k) \), \( Q_{IJ}(k) \), \( \hat{\rho}(t_c) \), \( \hat{L}_{IH}(t_c) \) and \( \theta_{IJ}^H(k) \) terms (with \( \hat{\rho}(t_c) \triangleq \rho_I(\hat{N}_I(t_c), \sigma(\hat{N}_I(t_c)))) \), respectively, with \( k \) being the control interval counter, \( f \) is the time discretized version of eq. (5.1)–(5.2), \( \hat{N}(t_c) \), \( \hat{\rho}(t_c) \), and \( \hat{L}(t_c) \) are the measurements on accumulations, heterogeneity coefficient, and average trip lengths taken at the current control time.
step, respectively, $\hat{\theta}(t_c - 1)$ is the control input applied to the plant at the previous control time step, $N_p$ and $N_c$ are the prediction and control horizons, whereas $\Delta \theta$ is the rate limit on regional split ratios. Within the prediction horizon $N_p$, we assume that heterogeneity coefficients $\hat{\rho}(t_c)$ and average trip lengths $\hat{L}(t_c)$ remain constant. To relax this assumption one needs to either estimate a vector of accumulations and trip lengths valid for a finite horizon into the future (same length as $N_p$) or model the dynamics that define heterogeneity and average trip length as a function of route guidance control inputs. We also consider that as trip length is a difficult quantity even to measure and estimate, it will be even more difficult to predict it. Assuming a quantity constant, when it is difficult to predict, is a well-established approach in MPC literature (it is better not to predict when errors are expected to be large). The prediction aspect is considered outside the scope of the chapter, and could be considered for future work.

The optimization problem (5.10) is a nonconvex nonlinear program (NLP), which can be efficiently solved via, e.g., sequential quadratic programming or interior point solvers (see [69] for details). Software implementation of the MPC scheme is done using the CasADi [72] toolbox in MATLAB 8.5.0 (R2015a), on a 64-bit Windows PC with 3.6-GHz Intel Core i7 processor and 16-GB RAM, using a direct collocation scheme (see, e.g., [78] for details) with the NLPs solved by the interior point solver IPOPT [73].

### 5.4 Results

The simulation case study is based on a network with 49 subregions partitioned into 7 regions (see Figure 5.1). The path-based subregion-level model given in Equations (5.4)-(5.6) is used as the simulation model (i.e., the plant representing reality), whereas the region-level model given in Equations (5.1)-(5.2) is used as the prediction model of the route guidance MPC. Each region is assumed to have a production MFD with the parameters $A = 9.98 \cdot 10^{-8}$, $B = -0.002$, $C = 9.78$, jam accumulation $N_{jam} = 10^4$ (veh), critical accumulation $N_{cr} = N_{jam}/3$ (veh), which are consistent with the MFD observed in a part of downtown Yokohama (see [16]). sub-regions are assumed to have well-defined production MFDs, the parameters of which are scaled versions of the region MFDs, whereas the associated average trip lengths are constant and there is assumed to be no heterogeneity affecting the sub-regions. Region MFDs, on the other hand, are exposed to variations in the outflow as they are affected by the average trip lengths $L_{IH}(t)$ and heterogeneity coefficient $\rho_I(t)$, which are dynamically changing with the traffic conditions at the sub-region level. Prediction and control horizons for the MPC are chosen as $N_p = 5$ and $N_c = 2$ (following the controller tuning results of [63] for a 7-region network as depicted in Figure 5.1). The traffic states in the plant are updated using a time discretized version of the sub-region model given in (5.5), with a simulation sampling time of $T_s = 60$ s. Path assignment decisions of the ILP mechanism are also updated together with the traffic states each $T_s = 60$ s, whereas the MPC operates with a control sampling time of $T_c = 240$ s. Thus, the ILP mechanism uses the same route
The sub-regional path assignment mechanism is essentially in charge of tracking two signal classes; split ratios (i.e. $\theta_{HI}^{f}$) and average trip lengths (i.e. $L_{IH}$). While the ILP formulation minimizes the difference between the ordered split ratios (i.e. $\theta_{HI}^{f}$) and reconstructed split ratios (i.e. $\hat{\theta}_{HI}^{f}$) (Equation 5.7), it ensures that the reconstructed trip lengths (i.e. $\hat{L}_{IH}$) are close to the trip lengths observed from the plant (i.e. $L_{IH}$) and are within the bounds defined by $\varepsilon$ (see Equation 5.7e). Regional route guidance MPC assumes that average trip length measures remain constant over the prediction horizon and minimizes the network delay by changing the split ratios. The sub-regional path assignment mechanism follows the same rationale and aims to match the reconstructed split ratios with the ordered ones (see Equation 5.7) while maintaining the reconstructed average trip lengths in the vicinity of observed ones (see Equation 5.7e). Accordingly, the objective function in the ILP is the sum of absolute difference between $\theta_{HI}^{f}$ and $\hat{\theta}_{HI}^{f}$ values, and the tolerance range of $\hat{L}_{IH}$ with respect to $L_{IH}$ is added as a constraint in the optimization problem. The value of $\varepsilon$, in this study, is 0.05. And, it has been chosen such that the outflow from the regions is not largely affected by the changing trip length values, and yet the overall framework is flexible enough to follow the ordered split ratio signals. Note that the mismatch between ordered and reconstructed patterns can always be taken into account in the next time step by the feedback mechanism of the control framework, and we observe that the results are not very sensitive to the changes within the range $\varepsilon \in [0.025, 0.10]$.

Additionally, ILP formulation presented in Equation 5.7 includes the set of paths (i.e. $P^o$) which requires the enumeration of alternatives between the sub-region pairs (in the same region). As the enumeration of all paths would present computational difficulties at a large-scale region and include unrealistic routes, we limit our analysis with the first 5 physical (distance-based) shortest paths between the sub-region pairs. Therefore, the resulting scheme does not offer a "perfectly optimal" solution where few agents are largely penalized to reach social equilibrium; instead, it considers limited willingness of travellers to switch to alternative routes and provides a constrained social equilibrium solution where no traveller is given an exceedingly long path (similar to [86]). While SO conditions might generate longer paths for a few users, with the above consideration, it is more likely that users follow and comply with the outcome of guidance strategy. To determine the shortest paths, we use the physical network properties (e.g., connectivity, distance) of the 49-sub-region representation, just like one would do with a link-level representation of a network. In other words, we build a graph where nodes are sub-regions and the neighboring nodes (as seen in Figure 5.1) are connected to each other with an edge whose value is equal to the sub-regional average trip length (i.e., $l_r$). We then identify the shortest paths between the sub-regions using this graph. An alternative to the static (distance-based) choice set we use here might be to consider dynamic traffic conditions and update the choice in every time step with the time-based shortest paths.
Nevertheless, our current framework, which builds on the YALMIP toolbox, does not allow such changes because of the coding-related limitations. While the toolbox makes development of optimization problems very simple, it requires the ILP-based mechanism to be built in advance with a choice set. Therefore, such dynamic changes in the choice set are not possible.

Note that the sub-region model that is used for testing the hierarchical control does not appear anywhere inside the two levels of the hierarchical control scheme. Hence, there is a significant difference between the models used for optimization and the model used for replicating reality; the "plant". The ILP-based path assignment mechanism does not use a dynamical model at all; it simply relies on the physical network properties (e.g., connectivity, distance, etc.) that are easy to be collated. On the other hand, the route guidance MPC uses the region model which is very different than the sub-region model in the following aspects: a) the region model considers the aggregated representation of 7 sub-regions as a single region and scrutinizes traffic flows between regions not sub-regions, b) the sub-regions have well-defined MFDs, whereas the region MFDs are subject to heterogeneity effects according to the congestion distribution at the sub-regional level (as modeled by Equation 5.3).

5.4.1 Congested scenario

To test the performance of the proposed hierarchical route guidance (RG) scheme (the structure of which is given as a block diagram in Figure 5.2) against a no control (NC) case, we conduct a simulation experiment based on a congested scenario for the two cases. In both NC and RG, drivers receive a path information when they enter the network or a new region, and the route choice terms are updated every control time step (i.e. 4 minutes) to have a fair comparison between the scenarios. Depending on trip to be made, the path consists of sequence of sub-regions from origin sub-region or region boundary to the destination sub-region or region boundary. In NC, the path decisions reflect the shortest path based on instantaneous traffic conditions, while RG assigns the vehicles to the paths produced by the hierarchical scheme. In both NC and RG scenarios, the network starts empty but is exposed to increased inflow demands as time progresses. As the vehicles are closer to their origin than to their destination in the beginning of the simulation, the first 20 minutes is considered the warm-up period and RG system is activated after that.

Figure 5.3 shows the regional accumulations (Figure 5.3a and 5.3b) and heterogeneity coefficients as described by Equation 5.3 (Figure 5.3c and 5.3d) for the two scenarios. The figure clearly indicates that the RG scheme is efficient in alleviating congestion, whereas in the NC case, congestion cannot be avoided in the city center (i.e. region 1). By comparing Figure 5.3a and 5.3b we observe that the peripheral regions (i.e., regions 2 to 7) carry slightly more traffic in RG scenario than in NC scenario, which
in turn helps the central region stay uncongested. In NC scenario, the accumulation in the central region escalates to very high values at around 100 min, and the network is not emptied at the end of the 3-hour simulation. To have a fair comparison between the two scenarios, we run the simulation as long as there are vehicles in the system and calculate the total time spent when all the vehicles reach their destination. This calculation results in $2.32 \cdot 10^4 (veh.h)$ and $1.72 \cdot 10^4 (veh.h)$ for NC and RG scenarios, respectively, which corresponds to around 27% improvement with RG. An important reason that RG performs significantly better is not only a subset of vehicles does not cross the center region, but also the level of homogeneity is higher in the central region that further increases the outflow. Note that, as presented in Eq. 5.2, low $\rho_1$ values lead to low outflows from the region. In NC scenario, a sharp decrease in the heterogeneity coefficient (i.e. $\rho_1$) signals the deterioration in the congestion distribution in region 1, which is followed by high accumulation values in the same region. On the other hand, RG strategy achieves to produce coefficient values close to 1 and guarantees that congestion distribution stays consistent throughout the simulation in the central region. Additionally, in both NC and RG, we observe that the heterogeneity coefficient in the peripheral regions seems to converge to a value around 0.8 as the simulation progresses. This is mainly due to the physical structure of the network; the sub-regions at the outer layer of the network (e.g. sub-regions 10, 16 and 25) are rarely used by through traffic. The traffic load they
Results

carry is inherently low compared with other sub-regions in the region, which causes a lower heterogeneity coefficient for the region they belong to. While the homogenization of the regions is not considered as part of the objective function in the regional route guidance MPC, ILP-based sub-regional path assignment accounts for the sub-region speeds at the current time step and constrains the change in region-to-region travel time through Equation 5.9. This enables ILP to react to uneven distribution of congestion and homogenize the traffic across sub-regions. Therefore, as Figure 5.3 depicts, the improvement comes from both regional route discipline and increased homogeneity within the regions. In the RG scenario, the accumulation in the central region is significantly lower and the heterogeneity coefficient is substantially higher.

Figure 5.4(a) and (b) depict the sub-region accumulations of region 1 (i.e., the central region) in NC and RG scenarios, respectively. While accumulation values are comparable
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Figure 5.4 – Results of the congested scenario comparing sub-region accumulations of region 1 (a)-(b), production MFDs of region 1 (c), and the network production as a function of time (d), for the no control case (NC) (a) and the hierarchical route guidance scheme (RG) (b).
across the scenarios in the first half of the simulation, the central sub-region (i.e., sub-region 1) starts attracting significant demand at around 90 (min) and reaches gridlock state few minutes later. On the other hand, although central sub-region always carries a higher traffic, RG strategy ensures a greater level of homogeneity in the region and does not cause gridlock state in any sub-region. Figure 5.4(c) presents the production MFD of region 1 in two scenarios which results from the accumulations introduced in Figure 5.4(a) and (b). The city center suffers from a significant capacity drop in NC scenario, while RG scenario is able to keep region 1 in the uncongested regime and guarantee higher production values despite few scatter (see the red circles in Figure 5.4(c)). Note that the capacity drop we observe in NC scenario is due to the jump in the heterogeneity coefficient values presented in Figure 5.3(c). The difference in MFD patterns is also reflected in the overall network production; Figure 5.4(d) shows that RG is able to produce higher production during the peak hour and empty the network earlier than NC scenario. Note the non-zero production values in NC at the end of the simulation.

Figure 5.5 presents the average trip length values that result from NC and RG scenarios in region 5. As can be seen from Figure 5.1, region 5 has 3 neighboring regions. Hence, including the internal trips, Figure 5.5 depicts 4 curves separately for NC and RG scenarios. At the start of the simulation, most vehicles are closer to their origin than to their destination; therefore, the outflow values are very small and the average trip length values are very high. However, we note that, in all scenarios, they quickly converge to stable values (like a warm up period). The average trip lengths to neighboring peripheral regions (i.e. $L_{54}$ and $L_{56}$) slightly increase after the activation of RG, while the one to the central region (i.e. $L_{51}$) and to itself (i.e. $L_{55}$) remain more or less the same. This is due to
to the change in the assignment patterns; as there are more vehicles using the peripheral network with the implementation of RG, it is not possible to keep the average trip length values at the low level observed in NC. However, both $L_{54}$ and $L_{56}$ quickly converge to slightly higher values and remain approximately stable until the network unloading stage. The simulation ends with relatively low distance values in both scenarios as a result of the region being emptied and most vehicles being closer to their destination. Trip length graphs for other peripheral regions are omitted due to space limitation. Nevertheless, they represent similar patterns.

Figure 5.6 compares NC with RG regarding the proportion of accumulations (i.e. $N^H_{ij}/N_{ij}$) and presents the ordered and reconstructed split ratios (i.e. $\theta$ and $\hat{\theta}$) in RG. Note that split ratios apply to transfer flows (between regions) and the newly generated exogenous demand, while the proportion of accumulation defines the route choice patterns for all circulating vehicles. For the illustration purposes, we choose the

Figure 5.6 – (a), (c) Resulting accumulation proportions in NC and RG; (b), (d) Ordered and reconstructed split ratios, $\theta$ and $\hat{\theta}$, in RG for vehicles going from region 5 to regions 2 and 7.
vehicles traveling from region 5 to regions 2 and 7. As previously mentioned, the first 20 min of the simulation is considered the warm-up period during which RG is not active. That is why accumulation proportions are the same for NC and RG in the first 20 min (see Figure 5.6a and 5.6c).

Figure 5.6a and 5.6b introduce the accumulation proportions and split ratios, respectively, for the vehicles traveling from region 5 to 2. All vehicles start off by choosing region 1 in NC (see Figure 5.6a), as it provides the (physical) shortest alternative (see Figure 5.1). Due to changing traffic conditions, after $t = 50$ min, alternative paths that do not cross the central region become more appealing, and some vehicles start using the idle capacity at the periphery of the network. However, this does not save the central region from getting overly congested. On the contrary, RG, after being activated at $t = 20$ min, assigns 0-35% of the (newly entering) demand to the peripheral regions (see the red and yellow curves in Figure 5.6b) and ensures that the central region has a more balanced distribution of accumulation (see Figure 5.6a). Note that the ordered and reconstructed split ratios in Figure 5.6b are very close to each other for this particular demand pair throughout the simulation. Figure 5.6c and 5.6d present the split ratios and accumulation proportions, respectively, for the vehicles traveling from region 5 to 7. According to the regional representation of the network (see Figure 5.1), the central region 1 and the peripheral region 6 provide equally appealing alternatives (in terms of distance). In NC scenario, initially, approximately 30% of the accumulation crosses the central region; however, in response to hyper-congestion in the center, travelers switch to peripheral regions towards the end of the simulation. On the other hand, RG guides almost all the vehicles through the peripheral region 6 and protects the central region from congestion. Note that regional split ratios are rapidly changing in RG at the end of the simulation, which is due to the network being emptied. Turning RG off below a certain accumulation level could easily prevent this behavior, but is not expected to significantly change the results as there are very few vehicles in the network within this period.

Figure 5.7 and 5.8 provide a series of snapshots over time that depicts the evolution of regional and sub-regional accumulations in the network, respectively. In Figure 5.7, we see that congestion is rather evenly distributed across the regions in RG, while NC scheme is overloading the central region. Note that the central region has some residual accumulation at the end of the time horizon, while the network is completely emptied in RG. Figure 5.8 provides a zoom-in view of the accumulations in the network. We observe that the sub-regions at the outermost layer of the network are used at below their capacity throughout the simulation in both scenarios. As these sub-regions are not critical in terms of the network connectivity, they are mostly used by vehicles entering or leaving the network through them. In addition, we note that the sub-region at the core of the network (sub-region 1 in Figure 5.1) gets gridlocked (i.e. reaches jam accumulation) at around 120 min, and it cannot be rescued from that state until the simulation end. In overall, these results show that the RG scheme can distribute congestion evenly over
Figure 5.7 – Evolution of region accumulations over time (min). (a) NC, (b) RG.

Figure 5.8 – Evolution of sub-region accumulations over time (min). (a) NC, (b) RG.
the network using the authority over path assignment and route guidance, leading to an efficient use of network capacity and ultimately to increased mobility.

5.4.2 Comparison with perimeter control-based MPC

To evaluate the performance of the proposed hierarchical control scheme in comparison with a perimeter control case, an MPC with only perimeter control type actuation is tested using the simulation experiment with the congested scenario. The perimeter control MPC is constructed in a similar vein with the proposed regional route guidance MPC: the multi-region MFDs network based MPC formulation from [63] is extended with heterogeneity variance and dynamic trip length terms as in equation (5.10), while perimeter control inputs (i.e. $U_{IJ}(t)$) are introduced into the formulation as decision variables and the regional split ratios $\theta_{IJ}^H(t)$ are defined as measurements (for the MPC) that are assumed constant for the prediction horizon. On the sub-region level the drivers are free to choose their own routes as in the no control case. As the perimeter control MPC could not cope with the gridlock-level congestion in sub-region 1 due to the increasing heterogeneity, it is supplemented with a simple bang-bang perimeter controller that protects this sub-region from severe congestion. Note that while the perimeter control MPC controls the boundaries between regions, the bang-bang controller restricts the inflow from sub-regions 2-7 to sub-region 1. In fact, incorporation of the bang-bang controller adds 6 new borders to be controlled in the network, and in a real-world context, it may not be always possible to control the intersections in the city center (represented by region 1). However, to conduct a fair comparison here, we design a perimeter control (PC) strategy that combines the MPC control inputs at the region boundaries and the bang-bang control inputs at the border of sub-region 1. A discussion on why the perimeter control MPC itself does not work properly will be provided in the following paragraph.

Figure 5.9(a) presents the accumulation of region 1 for NC, RG and PC (i.e. MPC+bang-bang) scenarios. We clearly see that although PC can improve over the NC scenario by protecting region 1, it is not as effective as RG in the alleviation of congestion. Figure 5.9(b) presents the perimeter control action at the boundary between regions 6 and 1, which corresponds to the border between sub-regions 38 and 6 at the plant. While the maximum outflow is maintained at the border until around 100 (min), the controller reacts to the increasing accumulation in region 1 in the following time steps and restricts the inflow to the region 1. However, PC is not able to clear the network until the end of the 3-hour simulation. As in NC scenario, we run the simulation until the network is empty in PC scenario and calculate the total time spent in the network. PC results in $2.12 \cdot 10^4 \text{veh.h}$, which presents around 9% improvement over NC scenario, while RG yields 27% reduction in the total time spent. Finally, Figure 5.9(c) compares the production MFDs of region 1 in three cases: observations from the plant, production model with heterogeneity coefficient presented in Equation 5.3 and production model with
Figure 5.9 – (a) Accumulation of region 1 in the no control case (NC), the proposed route guidance (RG), and the perimeter control (PC), (b) Perimeter control input $U_{61}(t)$ for the PC case, (c) Production MFDs in region 1.

full homogeneity assumption (upper envelope for the production values). Note that this analysis represents a scenario where the perimeter control only consists of MPC control inputs. We clearly see that the production estimation with the heterogeneity model does not provide an accurate approximation for the plant measurements. As only one sub-region is very congested and the others are not, region 1 exhibits a highly imbalanced congestion scenario where the production model with heterogeneity coefficient fails to provide accurate estimations. We observe that the resulting heterogeneity coefficient values push the production estimations further down than the plant measurements. This is the main reason why perimeter control MPC itself cannot cope with the congested scenario in hand. On the other hand, RG strategy improves the homogeneity inside the regions, keeps the traffic states within the limit of trackable values and improves the traffic conditions in the network.

5.4.3 Sensitivity analyses

In this subsection, we test the sensitivity of our model with respect to certain design and scenario features; in particular (1) compliance rates of drivers to the guidance information, (2) path assignment characteristics (i.e., all-or-nothing vs. partial flows) and (3) noise in
the plant characteristics (i.e., randomness in the sub-region MFD).

First, we test our strategy with lower compliance rates. We keep the same formulation for the sub-regional path assignment and the regional route guidance, where we assume full compliance of users (note that the design of controller does not explicitly consider a given compliance rate). Nevertheless, at the testing stage, we provide the resulting $\alpha_{o,d}$ values only with the complying users and let the other users make route choice decisions in accordance with NC scenario. Figure 5.10a presents the accumulation values in region 1 (supposedly the most congested region) resulting from a number of compliance rates. Clearly, the higher the compliance rate is, the less congested region 1 becomes. Nevertheless, all the scenarios produce considerably better traffic conditions than NC scenario. Even with 25% compliance rate, traffic conditions are significantly improved and hyper-congestion (values higher than critical accumulation $N^{cr} = 3333$ veh) is avoided. That means, even a small percentage of users complying with the guidance information and avoiding potentially congested parts of the network, can bring major benefits to the system. The network performance with low compliance rates is similar to the full-compliance RG scenario, the resulting total time spent in the network is only 2-4% higher than that of 100% compliance scenario.

Second, assuming that there may not be always enough demand to accommodate continuous split ratios (between the boundary nodes), we have applied all-or-nothing assignment and defined $\alpha_{o,d}$ as a binary variable. To test the effects of this assumption, we now describe it as a continuous variable between 0 and 1 and reformulate the sub-region assignment mechanism as a linear programming (LP) problem. Figure 5.10b depicts the accumulation evolution in all regions for ILP and LP formulation. None of the regions exhibits a significant difference; however, we note minor changes particularly for region 1 between 60 min and 120 min. LP formulation leads to stable accumulation values within this period, while ILP formulation produces small up-and-downs. As LP can achieve a better tracking of signals ($\theta_{HI}$ and $L_{HI}$) by adjusting continuous path flow distributions, it creates a more consistent accumulation profile even in the most congested period. Note that we do not observe a meaningful change in the performance measures across the two scenarios, which indicates that the model can as well be useful with all-or-nothing assumptions.

Third, we investigate the effect of additional noise in the plant characteristics. The purpose of the detailed 49-sub-region simulator is to create a significant difference between what the model knows during optimization (i.e. 7-region model) and what influence comprehensive plant characteristics might have. The sub-region model provides a simulation environment where many of the assumptions in the region model are released. For example, while routing is achieved with split ratios ($\theta_{HI}$) in the region model, sub-regional paths are incorporated into the plant in order to navigate the vehicles around the network. Nevertheless, we acknowledge that MFDs at the sub-regional level might experience scatter too (as link FDs do). Therefore, we release the assumption of
RESULTS

Figure 5.10 – (a) Accumulation in region 1 with varying compliance rates, (b) accumulation in all regions with continuous and integer decision variables in the sub-regional path assignment formulation, (c) sub-region MFD with uniformly distributed random noise between lower and upper bounds, (d) region accumulations resulting from the RG scenario with and without noise in sub-region MFD.
deterministic MFDs at the sub-regional level, and we incorporate noise into the sub-region MFD values. Figure 5.10c depicts the resulting sub-region MFD curve along with its mean, upper and lower bounds. We assume that the production value corresponding to a certain accumulation level is uniformly distributed between upper and lower bounds. Note that the noise increases with accumulation in the region, which is consistent with the observations from real data and microscopic simulation models. We then incorporate the random MFD curves into our framework and apply the proposed model to evaluate the impact of noise on the overall performance. Figure 5.10d compares the regional accumulation values resulting from the scenario with noise to the base scenario where we assume deterministic MFD curves for the sub-regions. While the new scenario with noise leads to higher accumulation values and greater variation in the central region (the most congested region), the framework is capable of mitigating the congestion. Total time spent in the two scenarios is very similar, which indicates the robustness of the proposed algorithm to the noise involved in estimations.

5.5 Conclusion

In this chapter a hierarchical traffic management scheme is proposed, integrating a path assignment mechanism with route guidance-based economic MPC. Firstly, MFD-based regional and sub-regional dynamical traffic models are described, intended as prediction model (for MPC) and simulation model, respectively. The contributions of the chapter are in two aspects: (1) Development of an ILP-based path assignment mechanism that can translate macroscopic route guidance commands into low-level, path-based traffic decisions, (2) integration of heterogeneity effects and variable trip lengths in the prediction model of the regional route guidance-based economic MPC scheme. Performance of the proposed hierarchical scheme is evaluated on macroscopic simulations in a network with 49 sub-regions. Results indicate potential in making efficient use of network capacity via actuation over paths for improved mobility.
Chapter 6

Conclusion and future research

With this dissertation we developed optimization-based control and estimation methods in part I (chapters 2 and 3), together with regional route guidance-based traffic management schemes in part II (chapters 4 and 5), for improving mobility in heterogeneously congested large-scale urban road networks. This final chapter contains summaries of the results and main contributions of each chapter, alongside discussions on potential practical applications and possible directions for future research. Detailed conclusions are also provided at the end of each chapter.

Part I Optimal Perimeter Control and Estimation for Urban Networks

Chapter 2 Nonlinear MHE for a two-region MFDs system The main contributions can be listed as follows:

- A state estimation method is proposed for estimating accumulation states and inflow demands for a two-region urban network using a macroscopic traffic model.
- Specifying the first attempt at MFD-based state estimation design, the method enables model-based large-scale traffic control in situations of noisy and limited measurements.

The proposed nonlinear MHE scheme is capable of OD inflow demand and accumulation state estimation for a two-region large-scale urban network model with MFD-based dynamics. Observability tests involving four practically motivated measurement compositions revealed that observability is retained even for compositions with limited or no measurements on OD-based information. Extensive simulations show that the estimation performance of the proposed MHE scheme is fairly insensitive to increasing noise intensity, and is superior to an EKF. Further simulations revealed that assuming constant future demands in the MPC formulation yields control performances practically
identical to the case with perfect demand information. Overall, the results indicate a strong potential towards implementation of MFD-based perimeter control, since the proposed MHE-MPC scheme is capable of high performance congestion management under severe conditions of measurement noise, limited or no OD-based information, and unknown future inflow demands.

Future research could investigate more sophisticated MFD-based models, such as those considering aggregated trip lengths as state variables, and the design of associated state estimation and feedback perimeter control methods. Strong demand fluctuations inducing fast evolving transient states, route choice effects, and spatially heterogeneous distribution of congestion can influence the trip length distribution in the network. These can result, for rapidly evolving traffic conditions, in accumulation-based models relying on the outflow MFD (as approximated by production over trip length) to exhibit inaccuracies due to the MFD ignoring traffic history of the network (i.e., it is memoryless). For example, in case of an inflow demand discontinuity in uncongested conditions, outflow and accumulation predicted by the outflow MFD-based model increase instantaneously, although they should increase only after a delay related to the duration of the shortest trip. Trip-based MFD models (see [83]) and their extensions (see [87]) involving average distance remaining to be traveled as a state variables specify strong candidates for addressing such concerns associated with accumulation-based model relying exclusively on outflow MFD with production over trip length approximation. Development of control-oriented trip-based models of MFDs networks, and testing their performance in model-based prediction, estimation, and control with detailed microscopic simulations and real-world experiments against accumulation-based models is an important research priority. Furthermore, preliminary investigations suggest that the favorable situation for the two-region MFDs system case, where even measurement compositions without OD-based information yield observability, does not directly carry over to multi-region dynamics with more than two regions. More research is needed to reveal the measurement compositions that are required to yield observability for multi-region MFD-based models.

Chapter 3 Identification, estimation, and control for large-scale networks We can summarize the main contributions as follows:

- A traffic control framework, consisting of optimization-based identification, estimation, and control methods, is proposed for large-scale urban networks.
- The proposed methods, employing an MFD-based dynamical model with accumulation states having current and destination region indices, are applied for the first time in detailed microscopic simulations.

In this chapter a system identification method is proposed for obtaining MFD
parameters from data considering a macroscopic dynamical model of large-scale urban traffic. Based on the least squares prediction error approach, the identification problem is formulated as an optimization problem involving minimization of the weighted least squares difference between the measurements and model predictions. Furthermore, nonlinear MHE and economic MPC formulations are presented, which employ the MFD parameters obtained by the identification method. The traffic control framework, consisting of the proposed identification, state estimation, and control methods, is applied to a four region urban network using detailed microscopic simulations. Results indicate strong potential of the framework for improving mobility in city-scale traffic with macroscopic model-based estimation and control methods.

Future research could focus on testing the proposed methods under various measurement noise conditions to evaluate their sensitivity to noise intensity and comparing them to standard estimation and control methods in the literature. Such analyses are expected to reveal the limits of noise that can be tolerated in measurements for feedback perimeter control. Another important point is to investigate how the results obtained by the proposed MBPE method compare to other MFD extraction methods (for example, the standard method of fitting a polynomial to regional accumulation against outflow data). Design of estimation and control methods using MFD-based models with heterogeneity (as introduced by [36]) and hysteresis, is also an interesting future research direction, as it is expected that such models can result in improved performance. Development of more detailed MFD-based dynamical models considering state variables representing aggregated trip lengths, alongside associated identification, estimation, and control methods is a research priority. Some of these directions are currently under investigation in ongoing work. Finally, as the ultimate test for the proposed methods, field implementations carried out in real networks will shed more light on the potential of MFD-based modeling, estimation, and control for improving mobility in congested city-level road transport systems.

Part II Large-scale Traffic Management via Regional Route Guidance

Chapter 4 Integration of route guidance and perimeter control We can list the main contributions as follows:

- Based on macroscopic traffic models, economic MPC schemes employing route guidance and perimeter control actuation are designed for alleviating congestion in large-scale networks.
- Macroscopic simulations reveal that using route guidance alongside perimeter control yields improvements in mobility.

In this chapter route guidance-based economic MPC schemes are proposed for large-scale traffic management. The contributions are in two aspects:
(a) In the traffic modeling side a novel cyclic behavior prohibiting dynamic urban network model is proposed, with the potential of yielding more realistic simulation results compared to current MFD-based urban network models in the literature, (b) in the control design aspect, integrating perimeter control and route guidance type actuators, economic nonlinear MPC schemes are developed for improving mobility in urban networks. Simulation studies show the potential for substantial improvement in mobility through the use of route guidance, in comparison to control via perimeter control only. A further observation is that since route guidance actuation cannot restrict flows, unlike perimeter control, it is unable to protect urban regions from severe congestion especially for cases with imperfect driver compliance. Highest performance is obtained by using both types of actuators.

Future research could include comparison of the proposed MPC schemes with feedback perimeter control approaches from the literature (such as [12], [14]). Such investigations can reveal the extent to which having route guidance actuation can improve over high-performance perimeter control methods. Another important point is to evaluate the proposed schemes on detailed microscopic simulations to establish the performance improvements in a more realistic manner. Although feedback perimeter control is already successfully implemented in microscopic simulation-based studies (see [12], [14] and chapter 3), testing MFD-based control methods employing route guidance remains unexplored. Design of MFD-based route guidance actuated control schemes for mixed urban-freeway networks specifies another promising future direction. Efficient usage of the combined urban-freeway capacity for serving both urban trips and highway traffic passing through the urban area can be expected to improve overall network performance.

Chapter 5 Integration of route guidance and path assignment The main contributions can be summarized as follows:

- Using a path assignment mechanism with route guidance-based economic MPC, a hierarchical traffic management scheme is proposed for congestion control.
- Integrating path assignment with route guidance is shown to yield mobility improvements in macroscopic simulations.

A hierarchical traffic management scheme based on path assignment and route guidance is developed in this chapter. Regional and sub-regional MFD-based dynamical traffic models are described, which are employed as prediction model (in MPC) and simulation model, respectively. The contributions of the chapter are twofold: (1) An ILP-based path assignment mechanism is designed, which can translate macroscopic route guidance-based control actions into low-level sub-regional path decisions, (2) heterogeneity effect and variable trip lengths are incorporated into the prediction model of the regional route
guidance MPC scheme. Efficiency of the proposed hierarchical scheme is tested on a network with 49 sub-regions in macroscopic simulations. The results indicate a great potential in making efficient use of network capacity via actuation over paths and achieving improved mobility. Such a hierarchical traffic management scheme can be implemented in real life applications, if data from global positioning system and loop detectors are combined to obtain real-time measurements of the detailed accumulation states.

Future research could study the integration of the route guidance system with the perimeter control strategy, which is expected to further improve network performance. Although this is already investigated at the region level without path assignment (see chapter 4), more detailed experiments considering sub-regional dynamics are expected to shed more light on the capabilities of combined perimeter control and route guidance actuators. Moreover, testing the proposed scheme with microscopic simulations is expected to reveal the performance improvements in a more realistic setting. In addition, replacing the sub-regional representation of traffic dynamics at the lower level with more detailed link-level modeling is an interesting future direction, as such models are expected to yield higher accuracy and thus better path assignment decisions. Investigating how the lower level can support the network-level controller is also a promising point for future work. Similar to the approach taken in [36], lower level controllers considering both higher resolution (i.e., sub-regional) perimeter control and path assignment can be used to increase regional homogeneity in distribution of congestion and track network-level route guidance setpoints, potentially resulting in improved mobility.

In conclusion, it is possible to improve mobility in large-scale urban road networks using traffic control systems employing perimeter control and route guidance actuation. For progress towards practicable design and implementation of such traffic control systems, in this dissertation we developed optimization-based control, estimation, and identification methods employing MFD-based dynamical traffic models, and evaluated them on macroscopic and microscopic simulations. Overall, the results suggest that the proposed methods carry strong potential for improving mobility in urban traffic.
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