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Abstract

Optical nanocavities enhance light-matter interaction due to their high quality factors ($Q$) and small modal volumes ($V$). The control of light-matter interaction lies at the heart of potential applications for integrated optical circuits, including optical communication, quantum computation, biophotonics, and optical projection. Many of these applications could benefit from wide band gap III-nitride semiconductor material, which already forms the basis of industrial lighting technology based on blue light-emitting diodes.

Cleanroom fabrication and optical spectroscopy comprise the laboratory work in this thesis. Air-suspended III-nitride nanocavities are fabricated using electron beam lithography, reactive ion etching, and vapor phase etching from thin ($<300$ nm) III-nitride epilayers grown on silicon (111) substrates by metal-organic vapor phase epitaxy. An embedded single InGaN/GaN quantum well serves as an internal light source during micro-photoluminescence experiments. Strain and heating effects are analyzed by micro-Raman spectroscopy. A dedicated quantum optics laboratory is constructed in order to study nanocavities and quantum emitters in III-nitrides at short wavelengths ($\lambda < 500$ nm).

Photonic crystal nanocavities exhibit the highest figure-of-merit for light-matter interaction enhancement, $Q/V$. However, in contrast to silicon and gallium arsenide nanocavities working at telecommunication wavelengths, III-nitride based nanocavities underperform theoretical $Q$ estimates by nearly three orders of magnitude at short wavelengths ($\lambda = 430$–500 nm). This thesis accounts for this discrepancy by combined experimental and theoretical studies of photonic crystal nanobeam cavity fabrication statistics. Surface state absorption is found to be the primary factor limiting $Q$ at short wavelengths.

Surface effects are studied in the microdisk resonator geometry. UV photoinduced desorption of oxygen gas from the III-nitride surface redshifts and broadens whispering gallery mode resonances over minute timescales. Oxygen desorption incurs additional optical absorption losses up to $100 \text{ cm}^{-1}$. The redshift and broadening is nearly reversible upon the introduction of oxygen into the measurement environment, implicating oxygen in passivation of the III-nitride surface. Finally, optimized surface passivation techniques using rapid thermal processing and conformal chemical vapor deposition more than double state-of-the-art $Q$ of GaN-based microdisk resonators to beyond $Q = 10,000$ in the blue spectral range.

The results demonstrate the capabilities and limitations of III-nitride materials for optical nanocavities and photonic integrated circuits at short wavelengths.
Résumé

Les cavités optiques permettent d’augmenter l’interaction lumière-matière du fait de leur haut facteur de qualité $(Q)$ et de leur petit volume modal $(V)$. Le contrôle de cette interaction est au cœur des applications potentielles des circuits optiques intégrés, notamment en ce qui concerne les communications optiques, les ordinateurs quantiques, la biophotonique et la projection optique. Plusieurs de ces applications pourraient bénéficier de la large bande interdite des semiconducteurs à base de nitrures d’éléments III qui constituent le fondement de la technologie d’éclairage reposant sur les diodes électroluminescentes bleues.

La fabrication de cavités en salle blanche et leur caractérisation à l’aide de techniques de spectroscopie optique constituent le travail principal de cette thèse. Les nanocavités à base de nitrures d’éléments III ont été réalisées en combinant la lithographie par faisceau d’électrons, la gravure ionique réactive et la gravure en phase vapeur de couches minces de nitrures d’éléments III ($< 300$ nm) crues sur silicium (111) par épitaxie en phase vapeur de composés organométalliques. Un seul puits quantique InGaN/GaN sert de source de lumière interne pendant les expériences de micro-photoluminescence. Les effets de la contrainte et de dissipation thermique ont été analysés par spectroscopie micro-Raman. Un laboratoire d’optique quantique a été construit pour étudier les propriétés des nanocavités et celles d’émetteurs quantiques à base de nitrures d’éléments III dans la gamme des courtes longueurs d’onde ($\lambda < 500$ nm).

Les nanocavités diélectriques conçues sur la base de cristaux photoniques constituent la plateforme présentant le plus haut rapport $Q/V$, c’est-à-dire le facteur de mérite principal, permettant d’exacerber l’interaction lumière-matière. Contrairement aux nanocavités à base de silicium ou d’arséniure de gallium fonctionnant aux longueurs d’onde de télécommunication, le facteur de qualité des nanocavités à base de nitrures d’éléments III est près de trois ordres de grandeur plus faible que les estimations théoriques aux courtes longueurs d’onde ($\lambda = 430 – 500$ nm). Cette thèse s’attache à expliquer la discordance entre les valeurs de $Q$ théoriques et expérimentales de nanocavités unidimensionnelles à cristaux photoniques à base de nitrures d’éléments III opérant à courtes longueurs d’onde en combinant des études expérimentales et théoriques reposant sur l’analyse statistique de la fabrication de ces échantillons. Cette analyse démontre ainsi que l’absorption optique par les états de surface est le principal facteur limitant le facteur de qualité aux courtes longueurs d’onde.

L’absorption par les états du surface est étudiée en adoptant la géométrie dite de résonateurs de type microdisque. La désorption d’oxygène à la surface est provoquée par illumination avec de la lumière UV. En réponse, les résonances optiques des microdisques présentent
un décalage vers le rouge et un élargissement spectral à l’échelle de quelques minutes. La désorption d’oxygène entraîne des pertes additionnelles par absorption optique pouvant atteindre jusqu’à 100 cm$^{-1}$. Le décalage spectral et l’élargissement des modes de résonance sont presque entièrement réversibles lors de l’introduction d’oxygène dans la chambre de mesure, indiquant une passivation des états de surface des nitrures d’éléments III par l’oxygène. Finalement, des procédés de passivation de la surface reposant sur le recuit rapide et le dépôt chimique en phase vapeur conforme permettent le doublement du facteur de qualité des microdisques à des valeurs records dépassant 10’000 dans le bleu.

Les résultats obtenus soulignent le potentiel et les limites des nitrures d’éléments III pour la réalisation de nanocavités et de circuits intégrés photoniques opérant à courtes longueurs d’onde.


Solche Oberflächeneffekte werden mittels Mikrodiskresonatoren untersucht. Die photoinduzierte Desorption von Sauerstoff von der III-Nitridoberfläche führt zu einer Rotverschiebung und zu einer Verbreiterung der „whispering gallery“ Moden auf einer Zeitskala von Minuten. Die Sauerstoffdesorption verursacht zusätzliche, optische Absorptionsverluste mit bis zu 100 cm$^{-1}$. Die Rotverschiebung und Verbreiterung der Moden ist durch das Einbringen von Sauerstoff in die Messumgebung nahezu reversibel, was darauf hinweist, dass Sauerstoff die III-Nitridoberfläche passiviert. Schließlich wurden optimierte Oberflächenpassivierungs-
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Introduction

Optoelectronics, the science and technology of the direct conversion between electrical and optical energy, pervades modern life. We encounter optoelectronic devices on a daily basis, from the laser scanners at the supermarket to the optical fibers carrying our communications to the mobile phone displays in our pockets to the solar cells on our roofs to the white light-emitting diodes (LEDs) illuminating our homes. Crystalline semiconductor materials provide a platform with which energy-efficient optoelectronic devices with operational lifetimes exceeding 100,000 hours may be mass-produced at low cost. Specifically, the III-nitride (III: Al,Ga,In) semiconductor family has powered a lighting revolution during the past 20 years. The nearly 20-fold efficiency improvement realized upon the replacement of existing incandescent lighting by III-nitride-based LED lighting is projected to save humanity 261 TWh of electricity by 2030 [1], approximately the electricity production of Australia in 2016 [2]. III-nitride materials’ success in the LED lighting application can be attributed to their ability to emit blue light efficiently.

This thesis explores the suitability of efficient blue light emission in III-nitride semiconductors for new applications: nanolasers and the generation of quantum states of light. Nanolasers, miniaturized versions of laser diodes, are envisioned for future compact, energy-efficient, high-speed optical communication within computer chips [3]. Quantum states of light, on the other hand, are unlike other forms of electromagnetic radiation which we commonly experience, namely laser light and thermal radiation or sunlight. Light has both a wave and discrete character, meaning that it can be caused to interfere like a wave but is detected in discrete chunks called photons. Typically, laser light and thermal radiation are bright or intense light sources, comprised of nearly billions of billions of photons being emitted per square centimeter per second.\(^1\) A quantum light source, on the other hand, controllably emits one or two photons within the measurement time window (\(\sim 10^{-8}\) s) of an experimental measurement apparatus. Quantum light sources and detectors have already enabled demonstrations of optical communication encrypted by the laws of quantum physics [4], ”ghost” imaging of a non-local object [5], optical microscopy with spatial resolution exceeding the diffraction limit

\(^1\)\(\sigma (10^{17})\) photons-s\(^{-1}\)-cm\(^{-2}\) for sunlight on the Earth’s surface.
Chapter 1. Introduction

III-nitride materials offer unique opportunities and challenges for the realization of miniaturized light sources based on semiconducting materials. Semiconductor light sources are comprised of a light emitting medium and one or more optical elements designed to extract emitted photons in a desired direction. Miniaturized light sources employ optical nanocavities, which are canonically comprised of two closely spaced (∼1 µm) "mirrors." In the quantum light generation application, III-nitrides’ chief advantage is their ability to exhibit quantum light emission up to room temperature [8]. However, high temperature operation comes at the price of having to work with high energy blue photons, which poses problems for the optical nanocavity. Since blue light’s wavelength is approximately one-fourth that of the infrared light used in telecommunications, blue nanocavities exhibit increased sensitivity to any small imperfections in the nanocavity mirrors or their alignment.

In the blue and UV spectral ranges, optical nanocavities fabricated from III-nitride materials incorporating a light-emitting active medium exhibit figures-of-merit three orders of magnitude below the values predicted by theoretical simulations [9–15]. This discrepancy stands in stark contrast to the analogous passive cavities made from silicon or gallium arsenide working at telecommunication wavelengths, whose performance approaches the values calculated by theoretical simulations [16, 17]. The main goal of this thesis is to identify, quantify, and minimize the physical mechanisms responsible for the difference between theory and experiment in optical nanocavities made from III-nitride semiconductors in the visible range. Together with parallel and complementary work on the development of III-nitride quantum dot single light emitters in LASPE, the answers culled from this thesis will be called upon to determine the suitability of III-nitride materials for nanolasers and quantum light generation.

This thesis aims to document the development of III-nitride based quantum photonics technologies at LASPE. In writing the thesis, the author chooses to emphasize the original results obtained during the doctoral studies. Of course, a certain amount of background information must be conveyed, both to set the stage for the presentation of the original results as well as to provide the interested reader with additional references for in-depth study of particular sub-topics. With this in mind, the organization of the thesis is as follows:

• Chapter 2: Background Information - Provides background information on III-nitride solid-state quantum photonics. First, application-driven figures-of-merit for nanophotonic cavities are defined. Then, the relevant properties of III-nitride semiconductor physics are presented: electronic structure, optical response, mechanical deformation, quantum heterostructures, and surfaces.

• Chapter 3: Experimental Techniques - Discusses the experimental techniques utilized during the doctoral research. Although cleanroom techniques were employed exten-
sively, these technologies are well-established; information is therefore restricted to specialties of III-nitride cleanroom processing for nanophotonics applications. The fabricated devices were primarily characterized by optical techniques, especially micro-photoluminescence ($\mu$PL) spectroscopy. One major accomplishment of this doctoral thesis was the construction of a new quantum optics laboratory, so substantial space is dedicated to documentation of the design, construction, and performance capabilities of the new setup.

• **Chapter 4: Nanobeam Photonic Crystal Cavities** - Explores the development and experimental limitations of one particular optical nanocavity configuration. The design and simulation of such cavities are discussed. Correspondence between simulated and experimental optical properties is established on the basis of spatially-resolved $\mu$PL and cathodoluminescence spectroscopy. The influence of mechanical deformation on optical response is studied by Raman spectroscopy. A novel scheme for increasing the optical collection efficiency is presented and investigated experimentally. Finally, a combined experimental and simulated statistical study is conducted in order to quantify the loss mechanisms responsible for the discrepancy between simulated and experimental figures-of-merit for this cavity design.

• **Chapter 5: Surface Effects** - Investigates surface losses in a simpler optical microdisk geometry, selected for the ability to measure the broadband material response in a single measurement. The importance of optically active surface states is revealed by the reversible adsorption and desorption of oxygen from the microdisk surface. Various surface treatments and passivation techniques are explored to minimize optical absorption losses by surface states. The findings are then applied to tune cavity resonances in the nanobeam geometry.

• **Chapter 6 Conclusions** Summarizes the results and poses ideas for future research.
2 Background Information

This chapter supplies the relevant background information in order to provide context for and understand the thesis results in subsequent chapters. First, the two main application areas for the thesis topic, nanolasers and quantum photonics, are presented. Figures-of-merit for optical nanocavities are defined for the envisioned applications. Next, the III-nitride semiconductor family is introduced, starting from the basic material properties. Then, we delve into specificities of the III-nitride semiconductor family compared to other materials to understand the opportunities and challenges for the development of nanoscale light sources from these materials.

2.1 Light-matter interaction

This thesis is devoted to engineering of light-matter interaction in III-nitride crystalline semiconductors. Direct band gap crystalline semiconductors, especially the mass-manufactured III-arsenide and III-nitride material families, may emit light efficiently from quantum heterostructures in which a material with a lower band gap is embedded within a higher band gap host material. If one or more dimensions of the lower band gap material approach(es) the de Broglie wavelength of electron and hole charge carriers,

\[
\lambda_d = \frac{2\pi \hbar}{\sqrt{m^* k_B T}},
\]

where \( \hbar \) is the reduced Planck's constant, \( m^* \) is the carrier's effective mass (e.g. \( 1.2 \cdot m_0 \), where \( m_0 \) is the electron rest mass), \( k_B \) is the Boltzmann constant, and \( T \) is the temperature, then the charge carriers experience quantum confinement in that dimension. This leads to the creation of a quantum well (see Section 2.4.4), quantum wire, or quantum dot for confinement occurring in one, two, or three dimensions, respectively [18].

1III symbolizes an element from Group III of the periodic table, particularly aluminum, gallium, or indium.
Light may also be confined in one, two, or three dimensions in an optical cavity. Theoretically, one could imagine forming an optical cavity by placing the semiconductor between mirrors spaced an integer number of half-wavelengths apart from one another. However, in practice, such a scheme is impractical due to parasitic absorption by the metal mirrors at optical frequencies. Instead, light is confined by embedding a higher refractive index \( n_1 \) dielectric material, such as a semiconductor, inside a lower refractive index material, such as air or fused silica. In analogy to the electronic band gap for semiconductors, the dielectric permittivity \( \propto n_1^2 \), where \( n_1 \) is the real part of the refractive index, plays the role of the confinement potential in photonic materials [19]. When one or more cavity dimensions approach the nanoscale wavelengths of light in the material, \( \lambda / n_1 \) (roughly 100 nm for this thesis), then light becomes increasingly spatially and energetically confined.

Even with quantum heterostructures and photonic nanocavities, light and matter still interact weakly in most cases.\(^2\) Therefore, Fermi’s Golden Rule can be used to calculate the spontaneous emission rate \( R_m \) for an electron-hole pair (each with wavevector \( k \)) into a single mode \( (m) \) of the electromagnetic field semiclassically

\[
R_m = \frac{\pi}{\hbar} \left| \langle \Psi_{e,k} | q \hat{r} \cdot \mathbf{E}_m(\mathbf{r}) | \Psi_{h,k'} \rangle \right|^2 \delta(\hbar \omega = E_{e,k} - E_{h,k'}),
\]

(2.2)

where \( q \) is the fundamental charge, \( \hat{r} \) is the position operator, \( \Psi_e \) and \( \Psi_h \) are the electron \((e)\) and hole \((h)\) wavefunctions, respectively, \( \mathbf{E}_m(\mathbf{r}) \) is the vacuum electric field of the electromagnetic mode under consideration, and the \( \delta \)-Dirac function ensures that the photon conserves the electronic transition energy [18]. The transition is assumed to conserve linear momentum \((k = k')\) due to the negligible photon momentum relative to carriers. The overall spontaneous emission rate is the sum of Eq. 2.2 over all available electromagnetic modes. For the case of a randomly oriented emitter in a homogeneous, isotropic medium, the average radiative decay rate is

\[
R(\omega) = \sum_m R_m = \frac{1}{3} R_m \rho_\gamma(\omega),
\]

(2.3)

where \( \rho_\gamma(\omega) \) is the photonic density of states and the factor \( 1/3 \) is due to the random dipole orientation. In this case, the overall decay rate for a single electron-hole pair is simply \( 1/3 \) times the rate of decay into a single electromagnetic mode times the number of available modes, e.g. the decay probability is equally likely into all electromagnetic modes with energy \( \hbar \omega \).

Equations 2.2-2.3 encapsulate a substantial quantity of physics. For instance, optical transitions can only occur between wavefunctions of opposite parity due to the odd parity of the electric dipole operator in a bulk semiconductor [20]. In addition, the vacuum electric field intensity is normalized semi-classically by equating the time-averaged energy in the

\(^2\)See Section 2.2.2 for an exception.
2.1. Light-matter interaction

electromagnetic field to the zero-point energy of the electromagnetic field

\[
2 \int_{V_0} \frac{1}{2} \varepsilon_0 |E_m|^2 dV = \frac{1}{2} \hbar \omega,
\]

\[
|E_m| = \left( \frac{\hbar \omega}{2 \varepsilon_0 V_0} \right)^{1/2}.
\] (2.4)

In Eq. 2.4, \(V_0\) is the volume in which the electromagnetic field is confined and \(\varepsilon_0\) is the dielectric vacuum permittivity.

The photonic density of states, \(\rho_\gamma(\omega)\), plays a critical role in determining the strength of light-matter interaction. For free space, which corresponds to a homogeneous, isotropic dielectric environment, \(\rho_\gamma(\omega) = \omega^2 V_0 / \pi^2 c^3\). Therefore, the mode volume \(V_0\) cancels out when computing the overall spontaneous emission rate (Eq. 2.3). On the other hand, if \(E_m\) describes an optical cavity mode, then the homogeneous, isotropic environment approximation breaks down; in this case, one can associate an “effective” photonic density of states associated with the cavity mode,

\[
\rho_\gamma(\omega_0) = \frac{2Q}{\pi \omega_0}
\] (2.5)

at the resonance angular frequency \(\omega_0\), where \(Q\) is the cavity mode quality factor,

\[
Q = \omega_0 / \Delta \omega.
\] (2.6)

The broadening, \(\Delta \omega\), is the angular frequency corresponding to the rate at which the photonic cavity dissipates the stored optical energy. All experimental optical cavities exhibit such losses due to parasitic absorption or scattering of light. Combining with Eq. 2.4, the rate of spontaneous emission into the cavity mode is seen to be proportional to \(Q/V_0\) [21].

Eq. 2.2 presents several opportunities for engineering of light-matter interaction. The overlap integral between the electron and hole wavefunctions, which are typically delocalized (e.g. \(k\) is a good quantum number in one or more spatial dimensions), and the localized position operator justifies the prior statement that spatial electronic localization via quantum confinement in heterostructures leads to enhanced light-matter interaction. Additionally, if an optical cavity modifies the energetic density and coupling to electromagnetic modes, the electric field intensity of one or more desirable electromagnetic modes may be maximized at the spatial position of the quantum confined charge carriers. If and only if the quantum heterostructure’s light emission is sufficiently narrow band and couples predominantly to the cavity mode, then the overall spontaneous emission rate may be enhanced relative to the free space case. Spontaneous emission rate enhancement is frequently called the Purcell effect [21, 22]. Alternatively, one may engineer the optical system such that fewer electromagnetic
modes exist over the quantum heterostructure’s emission bandwidth. In this case, the overall spontaneous emission rate may be suppressed relative to the free space case [23, 24].

2.2 Applications

Writing broadly, we can orient ourselves in the landscape of potential applications by categorization on the basis of the dimensionalities of the electronic and optical confinement. The strength of light-matter interaction increases as we move down and/or to the right in Fig. 2.1. Commercial applications are written in red and research topics in blue. This thesis treats three-dimensional photonic confinement, so the following sections apply the aforementioned physics in order to define figures-of-merit for three-dimensional photonic cavities in the nanolaser, single photon source (SPS), and quantum information processing (QIP) applications.

2.2.1 Nanolasers

Nanolasers promise not only reduced energy consumption for short-range optical communication within computer chips [3] but also remain objects of scientific interest due to their “thresholdless” lasing behavior [27], special photon statistics [28, 29], and proposed generation of squeezed light [30].

First, we consider the optical communication application. Here, the modulation bandwidth is limited by the slowest between the nonradiative decay rate of the active medium, spontaneous emission rate, the cavity decay rate (∝ 1/Q), and the stimulated emission rate, which depends
on the material properties and whether the laser is being driven above or below threshold [31]. Compared to normal semiconductor diode lasers, nanolasers exhibit a reduced lasing threshold for two reasons. First, as the cavity volume is reduced, the amount of gain material that is inside the cavity that needs to be pumped above threshold is reduced. This is a purely geometrical effect. Second, as the cavity volume approaches \((\lambda/n)^3\), the fraction of spontaneous emission that couples to the lasing mode \(\beta\) ideally approaches one [30]. For the sake of comparison, \(\beta = 10^{-5} - 10^{-4}\) in a normal semiconductor diode laser [32]. In the limit of negligible nonradiative recombination in the gain medium, the lasing threshold \(I_{th}\) in the small cavity limit is proportional to [31]

\[
I_{th} \propto \frac{1}{\beta Q}.
\]

(2.7)

If \(\beta\) scales inversely with the cavity mode volume \(V_0\), then the relevant figure-of-merit for nanolaser threshold is \(Q/V_0\).

As \(\beta \to 1\), the abrupt increase in light emission at threshold smoothens and the laser input-output curve takes on a linear, “thresholdless” shape [31]. This is because each spontaneously emitted photon goes into the cavity mode in the limit \(\beta = 1\). This does not mean that the laser no longer exhibits a threshold for stimulated emission; rather, one can no longer extract the threshold from the input-output curve and must instead rely upon power-dependent measurements of the first- and second-order photon correlation statistics to find the threshold [33]. Although a thresholdless input-output characteristic would reduce the modulation depth for optical communication, such behavior can be engineered out of the system by decreasing \(\beta\) or increasing the nonradiative recombination rate of the active medium, albeit at the cost of increased lasing threshold [31]. Optical modulation bandwidths up to several hundred GHz have been measured on nanolasers, but this result could be attributed to fast surface recombination [34].

### 2.2.2 Solid-state quantum photonics

The idea of quantum computation has captivated the world since pioneering theoretical work in the early 1980s [35, 36]. Quantum computers promise to be able to solve certain kinds of problems, such as prime number factorization and quantum many-body simulation of physical systems, faster than classical computers by using “qubits” that are quantum superpositions of the classical 0 and 1 bits. As of the writing of this thesis, the most promising, scalable quantum computers have been built using qubits realized from superconducting Cooper pair boxes due to their long coherence times [37], up to 85 \(\mu s\) in 2016 [38]. The qubits are linked together on a microwave transmission line [39] and cooled to millikelvin temperatures in a dilution fridge.

Solid-state quantum photonic systems pose an alternative paradigm that is more amenable to higher temperature operation and optical networking over long distances using conventional
optical fiber. In a solid-state quantum photonic device based on semiconducting material, an “artificial atom” formed by two energy levels within a semiconductor quantum dot or deep defect state may serve as the 0 and 1 in a qubit. The two level system is embedded in a photonic cavity [40]. Within this hardware instantiation [36, 41], qubits are encoded on the polarization of single photons. Quantum logic gates are implemented in strongly coupled artificial atom-cavity systems, in which the light-matter interaction is strong enough that a single control photon can cause a switching or phase shift in the passage of the second signal photon. Therefore, to implement such a scheme, single photon sources and quantum logic gates are needed.

Quantum logic gates can be realized if the light-matter interaction exhibits vacuum Rabi splitting in the strong coupling regime [42]. If a photon can be spontaneously emitted by this two-level system into a cavity mode (Eq. 2.2) faster than the rate at which photons are lost from the cavity \( \gamma = \omega_0 / Q \), then a photon may be reabsorbed by the two-level system before exiting the cavity. Thus, spontaneous emission becomes a reversible process; the two-level system and cavity photons hybridize to form a Jaynes-Cummings ladder of exciton-polariton energy states in the strong coupling regime, which opens the possibility for scalable quantum information processing based on single photon phase gates [36, 41, 44].

As we have seen that the spontaneous emission rate depends on the dielectric environment, we can define a dimensionless, environment-independent figure-of-merit for the emitter called the oscillator strength [18]

\[
 f_{osc} = \frac{2m_0 \omega}{\hbar} \left| \langle \Psi_{e,k} | \hat{\mathbf{r}} \cdot \hat{\mathbf{e}} | \Psi_{h,k'} \rangle \right|^2 ,
\]  

(2.8)

where \( \hat{\mathbf{e}} \) is the electric field’s polarization vector. The condition \( \gamma \ll R_m \) leads to the following figure-of-merit for the transition between the strong and weak coupling regime

\[
 \frac{Q}{V_0^{1/2}} \gg \frac{4\pi n_1}{q \lambda} \left( \frac{m_0}{\mu_0 f_{osc}} \right)^{1/2} ,
\]  

(2.9)

where \( n_1 \) is the bulk refractive index of the semiconductor and \( \mu_0 \) is the vacuum permeability [43]. Again, the figure-of-merit is proportional to cavity \( Q \) and small modal volumes remain favorable. Assuming a realistic radiative lifetime of 1 ns in a III-nitride quantum dot embedded in a GaN matrix [8, 45] and \( V_0 = (\lambda / n_1)^3 \), Eq. 2.9 would require \( Q \gg 6500 \) to achieve strong coupling at \( \hbar \omega = 2.76 \text{ eV} \).

Single photon sources can be realized by an artificial atom-cavity system in the weak coupling regime, e.g. where Eq. 2.9 is not satisfied. Working in the weak coupling regime is beneficial for maximizing the source brightness for two reasons. First, the spontaneous emission coupling

\[ ^3 \text{Assuming the emitter linewidth } \kappa \text{ is less than } \gamma, \text{ as is typically the case. } \kappa \text{ is the overall linewidth, including contributions from homogeneous (radiative lifetime) and inhomogeneous (nonradiative) broadening [43].} \]
2.3 State-of-the-art

rate β scales inversely with \( V_0 \), so more spontaneously emitted photons are collected by the desired electromagnetic modes [46, 47]. Second, the brightness can be enhanced by the Purcell effect if the emitter linewidth (κ) remains narrower than the cavity linewidth. In this case, the spontaneous emission rate can be enhanced relative to the free space rate up to a factor \( F_p \) by the cavity [21, 48]

\[
F_p = \frac{3Q(\lambda/n_1)^3}{4\pi^2V_0}.
\]

In this case, the cavity figure-of-merit is again proportional to \( Q/V_0 \). Purcell factors between 5 – 15 have been observed experimentally in quantum nanophotonic systems based on semiconductor quantum dots, far less than the factors of several hundred predicted by simple application of Eq. 2.10 due to random spectral and position fluctuations of fabricated quantum dots relative to the electromagnetic mode [40, 48–50].

In this section, we learned about the basic physics of light-matter interaction in semiconductors and the possible application domains. For each application, the figure-of-merit of the optical cavity proved to be proportional to the cavity quality factor \( Q \) and inversely proportional to the (square root of the) modal volume \( V_0 \). Therefore, the optical cavity figure-of-merit for the thesis is defined as \( Q/V_0 \).

2.3 State-of-the-art

Direct bandgap semiconductors, based on III-arsenide, III-nitride, and III-phosphide materials, remain promising as scalable, manufacturable optoelectronic devices for nanolasers and QIP. Their direct bandgap offers strong light-matter interaction, extrinsic doping allows realization of electrically driven devices, and quantum engineering by heteroepitaxial crystal growth creates the possibility for precise control of emission energies over large ranges. Competing platforms, such as diamond-based systems, cannot be electrically-driven due to the absence of quantum heterostructures and the lack of reliable \( n \)-type doping [51]. Although colloidal II-VI CdSe/ZnSe quantum dots exhibit single photon emission at room temperature [52], creation of integrated optical circuits and formation of electrical contacts on a single nanocrystal would require laborious dot placement schemes [53].

III-nitride semiconductors’ greatest advantage resides in efficient, high temperature operation. For QIP, III-arsenide semiconductors are restricted to low temperature operation (< 40 K) due to coupling of quantum dot emitters to longitudinal acoustic phonons [40, 54]. In contrast, III-nitride quantum dots have demonstrated single photon emission up to 300 K, albeit at an emission energy of 4 eV / 310 nm and poor photon statistics relative to III-arsenide dots [8]. On the other hand, in the nanolaser application, the “poor” wall plug efficiency of InAs-InGaAsP based quantum wells at telecommunication wavelengths and room temperature (< 15% [3])

\[4\text{If the emitter couples to one polarization mode, } \beta \rightarrow 1. \text{ If it couples to both polarizations, } \beta \rightarrow 1/2.\]
may outweigh integrated optical waveguide losses of shorter wavelength devices for short distance, intrachip optical communication. In contrast, blue laser diodes can achieve up to 40% wall plug efficiency at 450 nm [55].

Many possible optical nanocavity designs have been explored for solid-state nanophotonics. Strong coupling between an artificial atom and a photonic mode has been achieved in GaAs-based microdisks [56, 57], Bragg micropillars [58], as well as 1D [59] and 2D photonic crystals [60] in addition to diamond-based 1D photonic crystals [61]. In the literature, photonic crystal optical nanocavities have been shown to experimentally exhibit the strongest light-matter coupling (Eq. 2.2) due to their high $Q$ and small modal volumes $V_0$ [40]. Therefore, this thesis focuses primarily on photonic crystal cavities.

Figure 2.2: Literature review of the highest reported 1D and 2D photonic crystal cavity $Q$ as a function of wavelength for Si [16, 62], SiN [63–65], III-N [10, 12, 66–68], III-As [59, 69, 70], III-P [71], diamond [61, 72], and SiC [73–75]. Reproduced from [14] with permission from APS.

Figure 2.2 presents the highest $Q$ values recorded in the literature for both 1D and 2D photonic crystal cavity designs in a variety of materials. The empirical exponential decrease in $Q$ with decreasing wavelength is perhaps most discouraging for researchers working in the visible and UV with wide band gap materials such as diamond, SiC, GaN, and AlN. Only silicon and gallium arsenide based cavities operating at telecom wavelengths ($\lambda = 1.55$ µm) exhibit $Q$ values approaching theoretical design limits between $10^6$ and $10^7$. For both materials, surface passivation proved to be critical for attaining such high values [17, 76–78]. Other materials have not been investigated as systematically, especially at short wavelengths. A primary aim of this thesis is to identify and quantify the origins of the decreased $Q$ in III-nitride photonic crystals operating at short wavelengths.

5For an introduction to Bragg and photonic crystal cavities, see Section 4.1. For an introduction to microdisks, see Section 5.1.
2.4 III-nitride semiconductors

This section explains the basic properties of III-nitride semiconductors, which currently provide the basis for mass-manufactured optoelectronic devices such as blue to green LEDs and laser diodes. Growth on silicon is motivated by the low substrate cost, potential for CMOS integration, and ease of air gap creation. Particular attention is paid to peculiarities of these materials, such as spontaneous polarization and the quantum-confined Stark effect. Finally, a brief review of III-nitride surface science is provided in preparation for Ch. 5.

2.4.1 Essentials

III-nitride binary semiconductors are comprised of wurtzite (2H) phase alloys of aluminum, gallium, or indium and nitrogen.\(^6\) Fig. 2.3 shows the ideal wurtzite unit cell, which is formed by two interspersed hexagonal lattices, one of metal atoms and the other of nitrogen atoms. Ideally, the ratio of the unit cell height \(c\) to the hexagon side length \(a\) is \(c/a = \sqrt{8}/3\) and the vertical offset between the two sub-lattices is \(u = 3c/8\). Basic parameters of the binary alloys can be found in Table 2.1.

The lack of inversion symmetry results in piezoelectricity, while the offset of the negatively charged nitrogen and positively charged metal charge centers creates a permanent spontaneous polarization dipole in the unit cell parallel to the polar \(c\)-axis, dubbed pyroelectricity for

![Figure 2.3: Crystal structure of wurtzite GaN showing two interpenetrating hexagonal closed packed lattices of nitrogen and metal atoms. Major crystal planes are highlighted in different colors. Adapted from [80]. Reproduced with permission from APS.](image)

6\(^{6}\)The zincblende cubic phase (3C) can also be grown, but is generally metastable with wurtzite inclusions [79].
Material | $u$ | $a (Å)$ | $c/a$ | $\frac{1}{a} \frac{\partial a}{\partial T} (10^{-6} \text{K}^{-1})$ | $E_g (\text{eV})$ | $\alpha_V (\text{meV/K})$ | $\beta_V (\text{K})$
--- | --- | --- | --- | --- | --- | --- | ---
GaN | 0.377 | 3.189 | 1.634 | 5.59 | 3.42 | 0.909 | 830
AlN | 0.382 | 3.110 | 1.606 | 2.9 | 6.03 | 1.799 | 1462
InN | 0.379 | 3.538 | 1.618 | 3.70 | 0.7 | 0.414 | 454

Table 2.1: Basic material properties of wurtzite AlN, GaN, and InN [81]. $1/a \cdot \partial a/\partial T$ is the thermal expansion coefficient. $E_g$ is taken at room temperature. $\alpha$ and $\beta$ are parameters for the band gap’s temperature dependence in the Varshni model (Eq. 2.14).

its temperature sensitivity. The spontaneous polarization plays an important role in III-nitride quantum heterostructures (Section 2.4.4). III-nitrides are primarily grown parallel to the metal-polar $+c$-plane (0001), although it is also possible to grow along the N-polar $-c$-plane (000$\bar{1}$), nonpolar $m$-plane (10$\bar{1}$0), and semipolar $a$-planes (1210) to cite the most common examples.

The electronic band structure for GaN is shown in Fig. 2.4. GaN is a direct band gap semiconductor with conduction band minimum and valence band maximum at the $\Gamma$-point, $k = 0$. At the $\Gamma$-point, the corresponding conduction band wavefunctions have $s$-like symmetry and are two-fold spin degenerate. Meanwhile, the situation for the valence band is more complex. Near the valence band maximum, the corresponding wavefunctions have $p$-like symmetry, leading to effective mass anisotropy. Each of the three valence bands is two-fold spin degenerate. The heavy-hole band contains the valence band maximum. The crystal field ($\Delta_{cf}$) moves the split-off band 22 meV below the heavy and light hole bands, while the spin-orbit interaction ($\Delta_{so}$) breaks the degeneracy between the light and heavy hole bands, shifting the light hole band 8 meV below the valence band maximum at the $\Gamma$-point [81, 83].

Figure 2.4: (a) Band structure of wurtzite GaN calculated by an empirical pseudopotential approach. Adapted from [82] and reproduced with permission from APS. The circle highlights the valence band maximum, which is shown schematically on a higher resolution energy scale in (b). Heavy hole and light hole band degeneracy are lifted by the spin-orbit interaction ($\Delta_{so}$), whereas the split-off band is shifted by the much larger crystal field interaction ($\Delta_{cf}$). Adapted from [83] and reproduced with permission from APS.

At the $\Gamma$-point, the corresponding conduction band wavefunctions have $s$-like symmetry and are two-fold spin degenerate. Meanwhile, the situation for the valence band is more complex. Near the valence band maximum, the corresponding wavefunctions have $p$-like symmetry, leading to effective mass anisotropy. Each of the three valence bands is two-fold spin degenerate. The heavy-hole band contains the valence band maximum. The crystal field ($\Delta_{cf}$) moves the split-off band 22 meV below the heavy and light hole bands, while the spin-orbit interaction ($\Delta_{so}$) breaks the degeneracy between the light and heavy hole bands, shifting the light hole band 8 meV below the valence band maximum at the $\Gamma$-point [81, 83].
Since III-nitride layers are grown by heteroepitaxy on foreign substrates (Section 2.4.2), strain may affect the band structure. Generally, hydrostatic tensile strain has a tendency to decrease the wavefunction overlap between adjacent atoms in the crystal lattice, leading to a decreased band gap [84].

Using ternary alloys, the band gap of III-nitride semiconductors can be tuned from the deep ultraviolet to the infrared, as shown in Fig. 2.5. Properties of the ternary alloys can generally be linearly interpolated following Vegard’s law [81]. However, others, such as the band gap for ternary alloys, require bowing parameters which may depend on strain and material quality. Such a modified Vegard’s law for the band gap of a ternary alloy is,

\[ E_g(A_xB_{1-x}N) = xE_g(AN) + (1-x)E_g(BN) + x(1-x)b_{A,B}. \] (2.11)

Unlike the nearly lattice-matched GaAs and AlAs, only GaN and the ternary alloy Al_{0.82}In_{0.18}N are lattice-matched [86], which has important consequences for growth. For bowing parameters of the band gap of ternary alloys, see Table 2.4.

The anisotropy of the wurtzite crystal structure is imprinted on III-nitrides’ optical response. Fig. 2.6 shows the complex refractive index for bulk GaN and AlN. In this thesis, the frequency-dependent refractive index, the relative permittivity, and the absorption coefficient are used interchangeably. The refractive index is related to the materials' complex relative permittivity by

\[ \tilde{\varepsilon}(\omega) = \varepsilon_1(\omega) + i\varepsilon_2(\omega) = (n_1(\omega) + in_2(\omega))^2, \] (2.12)
and the absorption coefficient \( \alpha(\omega) \) to the imaginary part of the refractive index \( n_2(\omega) \) by

\[
\alpha(\omega) = \frac{2\omega n_2(\omega)}{c}.
\]  

(2.13)

As a well-behaved response function, the real \( \varepsilon_1(\omega) \) and imaginary \( \varepsilon_2(\omega) \) relative permittivities are linked by the Kramers-Kröning relations [87].

III-nitride materials are birefringent, meaning that the refractive index depends on the relative orientation of the propagating electric field \( E \) to the \( c \)-axis. If \( E \perp c \), then the electric field is said to be aligned along the crystal’s ordinary axis (subscript \( o \)). If \( E \parallel c \), then the electric field is propagating along the crystal’s extraordinary (subscript \( e \)) axis. At the design target energy of 2.76 eV / 450 nm in this thesis, the difference between \( n_e \) and \( n_o \) is on the order of 2% and is ignored for the rest of the thesis.

In Fig. 2.6, the absorptive, imaginary part of refractive index increases abruptly from zero at the bandgap energy, as expected for band-to-band transitions in a direct band gap semiconductor. The slight peak in the imaginary part of the refractive index above the band gap energy is related to excitonic (two-particle) effects. The temperature dependence of the fundamental band gap follows an empirical Varshni relation [89]

\[
E_g(T) = E_g(0) - \frac{\alpha T^2}{T + \beta},
\]  

(2.14)

Figure 2.6: Anisotropic complex relative permittivity of wurtzite GaN in the visible and UV measured by spectroscopic ellipsometry. Reproduced with permission from [88].
which has zero slope near $T = 0$ K. Varshni model parameters for the binary alloys can be found in Table 2.1.

At telecommunication wavelengths, GaN’s refractive index of 2.3 is less than silicon and GaAs ($n \approx 3.5$) due to the Kramers-Kröning relations and the larger band gap. As a consequence, the ultimate modal volumes of GaN optical nanocavities are a factor 3.5 larger than their GaAs or silicon counterparts in units of cubic wavelengths, ceteris paribus. GaN isordinarily dispersive ($dn/d\omega > 0$) around a hypothetical operation wavelength for optical communication, 405 nm / 3.06 eV, based on widely available lasers for Blu-ray optical discs. This poses a trade-off between the bandwidth (BW) and propagation distance ($D$) in GaN waveguides [92],

$$D = \frac{1}{2 \text{BW GVD FSR}}.$$ (2.15)

We find $D = 800$ cm when plugging in a bandwidth of $2\pi \cdot 10$ GHz, group velocity dispersion (GVD) of $2.6 \times 10^{24}$ m$^{-1}$·s$^2$ for GaN at optical frequencies,

$$\text{GVD} = \frac{d}{d\omega} \left( \frac{d\omega}{dk} \right)^{-1},$$

and free spectral range (FSR) of $2\pi \cdot 600$ GHz for a 100 μm long Fabry-Perot laser resonator made of GaN [18]. This value is sufficient for intra-chip optical communication. However, waveguide losses, which are determined by experimental factors and power consumption, currently pose a stricter limit on $D$. The lowest material losses presented this thesis are $\alpha = 15$ cm$^{-1}$ at 2.6 eV (Ch. 5). Thus, a -3 dB loss would correspond to a hypothetical integrated GaN waveguide length of $D = 460$ μm, more than four orders of magnitude below the dispersion limit, a distance likely insufficient for power-efficient intrachip optical communication.

### 2.4.2 Growth

Historically, III-nitrides have been grown epitaxially on foreign substrates (Table 2.2). All foreign substrates are lattice-mismatched with the III-nitrides, so the epilayer quality depends critically on the selected substrate. Depending on the growth technique and parameters, the resulting strain is relaxed through the formation of surface roughness, point defects that serve as non-radiative recombination centers, dislocations, and, in extreme cases, macroscopic crack formation. Even if the strain is relaxed at the growth temperature, upon cooling the differing thermal expansion coefficients of the III-nitrides and foreign substrates impose additional stress at the substrate-epilayer interface, which may lead to additional strain, crack formation, substrate bowing, and/or epilayer delamination. Despite the large lattice mismatch, c-plane sapphire ($\alpha$-Al$_2$O$_3$) remains the substrate of choice for the LED industry, while thermally conductive silicon (111) is the substrate of choice for the power electronics industry, both due to their low cost. Recently, free-standing GaN and AlN substrates have

---

$^7$Empirically, the semiconductor band gap and the refractive index are related by $n_1 \propto E_{g}^{-4}$ [90, 91].
Table 2.2: Mismatch, thermal expansion coefficient, thermal conductivity (κ), maximum diameter (φ), and cost of 50 mm diameter substrate material for III-nitride epitaxy. Mismatch is for GaN epilayers, (a_{sub} − a_{GaN})/a_{sub}. Physical parameters are taken from [81]. Prices for research quantities and maximum diameters are issued from internal group records.

become available. Growth on free-standing substrates substantially reduces defect densities, albeit at a price that can only be justified in research environments and for laser diodes. Free-standing substrate cost is expected to decrease in the future.

Silicon (111) is the substrate of choice in this thesis for several reasons. First, the photonic nanocavities produced in this thesis must be suspended in air to achieve the smallest modal volumes (Section 4.1). Due to the maturity of silicon semiconductor fabrication, many techniques exist to selectively remove the silicon substrate without damaging the III-nitride epilayers (Section 3.1.4). No processes exist that would selectively etch sapphire or free-standing III-nitride substrates without damaging the overlying epilayers. Alternatively, researchers have developed selective photoelectrochemical etching of heavily doped GaN [93], InGaN [94], or AlInN [95] interlayers. However, such methods may leave behind a rough undersurface of the nanostructures or leave “whiskers” sticking out of a nanostructure corresponding to dislocations [96], which lead to increased optical losses due to scattering.

Second, if nanolaser research is predicated on the eventual application of intrachip optical communication, then growth on silicon offers a scalable pathway for eventual optical and electronic integration. Although this thesis grows on a silicon crystal orientation that differs from the industry-standard (100) orientation, researchers have shown that it is possible to grow III-nitrides on suitably prepared silicon (100) substrates [97]. For more information on growth of GaN on silicon (111), consult [98].

III-nitrides are epitaxially grown by one of three techniques:

- **Molecular beam epitaxy (MBE):** MBE growth occurs using the raw elements as precursors in a ultrahigh vacuum (< 1 × 10^{-10} mbar) environment. The metals are placed in heated crucibles aimed at the sample surface, which is heated to the growth temperature. Active nitrogen is supplied either by a nitrogen plasma or by thermal decomposition of ammonia on the wafer surface. As MBE utilizes elemental precursors, it is expected to produce crystals with the lowest impurity levels. The high vacuum environment creates the opportunity for use of in situ, surface-sensitive metrology techniques, such
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as reflection high energy electron diffraction (RHEED).

- **Metal-organic vapor phase epitaxy (MOVPE):** Instead of pure elemental sources, MOVPE growth occurs via thermal cracking of metal-(trimethyl/triethyl)organic precursors carried by H₂ or N₂ gases with ammonia gas on the heated substrate surface. In contrast to MBE, MOVPE growth remains closer to thermal equilibrium. Higher growth rates than MBE are possible (1-10 µm per hour), which makes it the tool of choice for the optoelectronics industry. All epilayers utilized in this thesis are grown by MOVPE.

- **Hydride vapor phase epitaxy (HVPE):** HVPE is the oldest of the three growth techniques, and uses metal hydrides and ammonia as the sources for III-nitride material. Due to the high growth rate (up to 500 µm per hour), HVPE is the method of choice for growing bulk, free-standing GaN substrates or thick, relaxed epilayers to serve as templates for subsequent growth by other methods.

2.4.3 Mechanical properties

As the III-nitrides exhibit piezoelectricity, both strain (ε) and DC electric fields (F) may induce stress (σ). For the wurtzite crystal symmetry, the electromechanical coupling in stress-charge form is [99]

\[
\begin{pmatrix}
\sigma_{xx} \\
\sigma_{yy} \\
\sigma_{zz} \\
\sigma_{yz} \\
\sigma_{xz} \\
\sigma_{xy}
\end{pmatrix}
= 
\begin{pmatrix}
C_{11} & C_{12} & C_{13} & 0 & 0 & 0 \\
C_{12} & C_{11} & C_{13} & 0 & 0 & 0 \\
C_{13} & C_{13} & C_{33} & 0 & 0 & 0 \\
0 & 0 & 0 & C_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & C_{44} & 0 \\
0 & 0 & 0 & 0 & 0 & C_{11} - C_{12}
\end{pmatrix}
\begin{pmatrix}
\epsilon_{xx} \\
\epsilon_{yy} \\
\epsilon_{zz} \\
2\epsilon_{yz} \\
2\epsilon_{xz} \\
2\epsilon_{xy}
\end{pmatrix}
- 
\begin{pmatrix}
0 & 0 & e_{31} \\
0 & 0 & e_{31} \\
0 & 0 & e_{33} \\
e_{15} & e_{15} & 0 \\
e_{15} & e_{15} & 0 \\
e_{15} & e_{15} & 0
\end{pmatrix}
\begin{pmatrix}
F_x \\
F_y \\
F_z
\end{pmatrix} . \tag{2.16}
\]

The first term represents the elastic stiffness matrix in Hooke’s law, while the second represents the piezoelectric contribution. In the Voigt notation, axis 3/z is aligned with the +c crystal axis. The overall electrostatic displacement field in the III-nitride material is

\[
\begin{pmatrix}
D_x \\
D_y \\
D_z
\end{pmatrix}
= 
\begin{pmatrix}
0 & 0 & 0 & 0 & e_{15} & 0 \\
0 & 0 & 0 & e_{15} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\epsilon_{xx} \\
\epsilon_{yy} \\
\epsilon_{zz} \\
2\epsilon_{yz} \\
2\epsilon_{xz} \\
2\epsilon_{xy}
\end{pmatrix}
+ 
\begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
F_x \\
F_y \\
F_z
\end{pmatrix} . \tag{2.17}
\]

where the first term accounts for the spontaneous polarization, the second for the converse piezoelectric effect, and the third for the normal static electric polarizability. ε₀ is the vacuum permittivity. Table 2.3 lists the corresponding material parameters for GaN and AlN. In this thesis, as-grown films are normally biaxially strained. However, we will also work with uniaxial
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<table>
<thead>
<tr>
<th>Material</th>
<th>C_{11}</th>
<th>C_{12}</th>
<th>C_{13}</th>
<th>C_{33}</th>
<th>C_{44}</th>
<th>e_{31}</th>
<th>e_{33}</th>
<th>e_{15}</th>
<th>\varepsilon_{11}</th>
<th>\varepsilon_{13}</th>
<th>P_{sp}</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaN</td>
<td>390</td>
<td>145</td>
<td>106</td>
<td>398</td>
<td>105</td>
<td>-0.34</td>
<td>0.67</td>
<td>-0.30</td>
<td>9.5</td>
<td>10.28</td>
<td>-0.034</td>
</tr>
<tr>
<td>AlN</td>
<td>396</td>
<td>137</td>
<td>108</td>
<td>373</td>
<td>116</td>
<td>-0.53</td>
<td>1.5</td>
<td>-0.48</td>
<td>9.0</td>
<td>10.31</td>
<td>0.090</td>
</tr>
<tr>
<td>InN</td>
<td>223</td>
<td>115</td>
<td>92</td>
<td>224</td>
<td>48</td>
<td>-0.41</td>
<td>0.69</td>
<td>-0.32</td>
<td>15.3</td>
<td>14.61</td>
<td>-0.042</td>
</tr>
</tbody>
</table>

Table 2.3: Elastic stiffness constants, piezoelectric, relative permittivity, and spontaneous polarization coefficients for GaN and AlN. C_{ij}, e_{ij}, and P_{sp} units are GPa, C-m^2, and C/m^2, respectively [81].

and unstrained III-nitride layers in nanostructures. Ignoring the piezoelectric contribution,\(^8\) Hooke’s law in Eq. 2.16 for the case of biaxial strain,

\[
\bar{\sigma} = \begin{pmatrix} \sigma_{xx} & \sigma_{xx} & 0 & 0 & 0 \end{pmatrix}^T,
\]

leads to

\[
\begin{align*}
\epsilon_{yy} &= \epsilon_{xx}, \\
\epsilon_{zz} &= -2 \frac{C_{13}}{C_{33}} \epsilon_{xx}, \\
\sigma_{xx} &= (C_{11} + C_{12} - 2 \frac{C_{13}^2}{C_{33}}) \epsilon_{xx}.
\end{align*}
\]

While the condition for uniaxial strain,

\[
\bar{\sigma} = \begin{pmatrix} \sigma_{xx} & 0 & 0 & 0 & 0 \end{pmatrix}^T,
\]

results in

\[
\begin{align*}
C_0 &= \frac{C_{12} - \frac{C_{13}^2}{C_{33}}}{C_{11} - \frac{C_{13}^2}{C_{33}}}, \\
\epsilon_{yy} &= -C_0 \epsilon_{xx}, \\
\epsilon_{zz} &= \frac{C_{13}}{C_{33}} (C_0 - 1) \epsilon_{xx}, \\
\sigma_{xx} &= [C_{11} - C_0 C_{12} + \frac{C_{13}^2}{C_{33}} (C_0 - 1)] \epsilon_{xx}.
\end{align*}
\]

For completeness, the bowing parameters for several alloy parameters are given in Table 2.4.

\(^8\) Normally, the piezoelectric contribution to the stress is on the order of 2%, so the second term in Eq. 2.16 is ignored [99].
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<table>
<thead>
<tr>
<th>Material</th>
<th>$E_g^{A,B}$ (eV)</th>
<th>$P_{sp}^{A,B}$ (C/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>InGaN</td>
<td>-1.43</td>
<td>0.0709</td>
</tr>
<tr>
<td>InAlN</td>
<td>-3.1</td>
<td>0.0378</td>
</tr>
<tr>
<td>AlGaN</td>
<td>-1.0</td>
<td>0.0191</td>
</tr>
</tbody>
</table>

Table 2.4: Bowing parameters for band gap and spontaneous polarization in modified Vegard's law (Eq. 2.11) in III-nitride ternary alloys [81]. In this thesis, a linear interpolation without bowing is used for the elastic moduli and piezoelectric constants, $e_{ij}$ [81].

### 2.4.4 InGaN/GaN quantum wells

As mentioned in Section 2.1, sandwiching a lower band gap semiconductor within a wider band gap semiconductor can lead to type-I electronic confinement, e.g. confinement of both electron and holes along the growth axis, if one or more dimensions of the inclusion approach(es) the de Broglie wavelength (Eq. 2.1), which is about 5 nm for GaN at 300 K. Not only does the spatial confinement increase the strength of light-matter interaction by improved electron-hole wavefunction overlap (Eq. 2.2), but the crystal grower can tune the light emission energy by changing the size of heterostructure as well as the material composition. In this Section, we treat single InGaN/GaN quantum well gain media, which serve as an internal light source for all experiments in this thesis. For future quantum nanophotonics experiments, GaN/AlN-based quantum dots may be substituted as the active medium. For the interested reader, additional references provide an overview of the properties of these quantum dots [8, 45, 100–102].

The energy levels ($E_l$) and envelope wavefunctions ($\psi^e_l$) for electrons in a quantum well are found by solving Schrödinger's time-independent wave equation for the quickly varying crystal potential ($V_c(x, y, z)$) and the slowly-varying confinement potential ($V_e(z)$), where $z$ is the material growth axis and $l$ is an integer,

$$\frac{-\hbar^2}{2m_0} \nabla^2 \psi^e_l(x, y, z) + V_c(x, y, z) + V_e(z)\psi^e_l(x, y, z) = E_{el}^e \psi^e_l(x, y, z). \quad (2.21)$$

Assuming we are working near the conduction band $\Gamma$-point in the band structure, the parabolic band effective mass approximation can be used. Due to the translational symmetry in the $x y$ plane, a separable wavefunction is a reasonable ansatz $\psi_l(x, y, z) = e^{i k_x x + i k_y y} \phi_l(z)$. Plugging this into Eq. 2.21 leads to a one-dimensional wave equation in $z$ and $\phi_m(z)$,

$$\frac{-\hbar^2}{2 m_e^*} \frac{d}{dz} \frac{1}{m_e^*} \frac{d}{dz} \phi_l^e(z) + V_e(z)\phi_l^e(z) = (E_m^e + E_k^e)\phi_l^e(z), \quad (2.22)$$

where $E_k^e = \hbar^2 k_\parallel^2 / 2 m_e^*$ and $k_\parallel = k_x + k_y$.

The simplest case, which is applicable to III-arsenide quantum wells, involves a rectangular
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well

\[ V_e = \begin{cases} 
-\Delta E_c & |x| < d/2 \\
0 & |x| \geq d/2 
\end{cases} \quad (2.23) \]

where \( d \) is the well width and \( \Delta E_c \) is the conduction band offset, typically assumed to be 70% of the overall band gap offset in such a type-I quantum well following the common anion rule [18].

Due to the symmetry of the potential, the eigenfunctions must have positive \( (\phi(z) = \phi(-z)) \) or negative \( (\phi(z) = -\phi(z)) \) parity. In the well, the wavefunctions follow a \( \sin(k_z z) \) or \( \cos(k_z z) \) dependence, which couple to decaying exponential functions in the barriers. Solving for the continuity of the wavefunction and the current continuity at \( \pm d/2 \) leads to a singular equation for the eigenenergies, \( E_l \), where \( l \) is an integer. In the limit \( \Delta E_c \to \infty \), the energy sublevels follow a simple \( m^2 \) spacing

\[ E_{el}^e = l^2 \frac{\hbar^2 \pi^2}{2m^*e_d^2}. \]

An analogous treatment occurs for holes, leading to eigenenergies \( E_{pl}^p \). However, due to the energetic proximity of the six valence bands, a full \( k \cdot p \) model is often used to accurately compute the hole wavefunctions and eigenenergies, which can be mixed by the confinement potential [85]. Optical transitions again have selection rules. Generally, near the \( \Gamma \)-point, the electron and hole envelope wavefunctions must have the same parity. The selection rules regarding bands further depend on the photon polarization and valence band mixing [18].

The quantum confined Stark effect governs III-nitride quantum well operation for the majority of samples, which are grown along the \( c \)-axis. Instead of rectangular potentials, \( V(z) \) resembles a triangular potential in InGaN/GaN quantum wells due to spontaneous polarization mismatch and piezoelectric effect. Recalling Section 2.4.3, the displacement field contains contributions from the spontaneous, piezoelectric, and electric field polarizability. In an inhomogeneous dielectric material, Poisson's equation, \( \nabla \cdot \vec{D} = 0 \), is fulfilled. This implies that \( D_z \), in the case of biaxial strain [99],

\[ D_z = P_{sp} + 2\epsilon_{xx}(e_{13} - e_{33}C_{13}/C_{33}) + \epsilon_0\epsilon_{33}F_3 \quad (2.24) \]

is the same in the quantum well barrier (subscript \( b \)) and the quantum well (subscript \( w \)) material. If we make the further assumption that the electric field in the barrier material is zero, then we can solve for the electric field inside the quantum well material, \( F_{3,w} \),

\[ F_{3,w} = \frac{P_{sp,b} - P_{sp,w}}{\epsilon_0\epsilon_{33,w}} + \frac{P_{pz,b} - P_{pz,w}}{\epsilon_0\epsilon_{33,w}}. \quad (2.25) \]

Therefore, the change in spontaneous polarization at the InGaN/GaN interfaces produces two oppositely charged sheet charges on either side of the quantum well, which, in combination

9Each of the three valence bands is spin degenerate.
with the piezoelectric field due to the strained InGaN material, gives rise to a strong built-in electric field within the quantum well.

Evaluation of Eq. 2.25 for a pseudomorphically grown, biaxially strained In$_{0.15}$Ga$_{0.85}$N/GaN single quantum wells employed in this thesis leads to a built-in field of 1.5 MV/cm pointed toward the $+c$ axis [99]. $2/3$ of the contribution originates from the piezoelectric effect and $1/3$ from the spontaneous polarization effect. An electric field of this magnitude corresponds to a potential drop of 0.45 eV over a 3 nm thick quantum well. Roughly speaking, the quantum confined Stark effect redshifts optical transitions of the rectangular well by $eF_3d_w$, where $d_w$ is the quantum well thickness. More precisely speaking, such a large quantum confined Stark effect is too large to be included perturbatively in the solutions for a rectangular potential well, so Schrödinger’s equation must be solved numerically. Experimentally, at high excitation intensities, the emission blue shifts due to screening of $F_{3,w}$ and a Schrödinger-Poisson model is required to compute the energy levels.

The quantum confined Stark effect dramatically affects III-nitride optoelectronic device operation. The strong built-in field has a tendency to push electron and hole envelope wavefunctions to opposite sides of the quantum well (Fig. 2.7(a)). The spatial overlap between electron and hole envelope wavefunctions is reduced exponentially in the electric field or quantum well width. This leads to an exponential decrease in the oscillator strength in addition to a redshift. Absorption primarily occurs by excited quantum well states with higher wavefunction overlap, so it is blue (Stokes) shifted relative to the quantum well photoluminescence (Fig. 2.7(b)).

Appendix A presents the detailed experimental optical properties of the InGaN/GaN single quantum wells employed as light sources in this thesis. In contrast to III-arsenides, III-nitride materials exhibit exciton binding energies ($E_B$) exceeding $k_B T$ at room temperature. For instance, $E_B$ is 26 meV in GaN [81] and may be enhanced up to $4 \times$ in a quantum well [18]. At low excitation densities, this means that excitations in a quantum well must be described by two-particle composite, bosonic excitons rather than the typical fermionic picture. At high excitation densities approaching the transparency threshold for optical gain ($\sim 10^{12}$ cm$^{-2}$), the Mott transition from excitons to single-particle, fermionic electron-hole plasma occurs [85]. All experiments in this thesis are performed in the low excitation (excitonic) regime unless otherwise noted.

Real-world InGaN/GaN quantum wells further depart from the simple models employed here (see Appendix A for an in-depth discussion). Two unexpected real-world observations surprised the semiconductor optoelectronics community, who had not observed similar behavior in III-arsenide based optoelectronic devices. First, despite the large number of defects in III-nitride quantum heterostructures grown on foreign substrates, the radiative efficiency of InGaN/GaN quantum wells is unexpectedly high. The internal quantum efficiency (IQE) can be over 90% (Appendix A). Second, the LED radiative efficiency is known to “droop” at high current densities [105]. The current working hypothesis is that that quantum well thickness and indium alloy fluctuations produce a potential landscape in the lateral (xy) dimensions.
Figure 2.7: (a) Schematic of electron and hole envelope wavefunctions in a triangular potential well caused by the quantum confined Stark effect, which (b) leads to a redshift of the quantum well photoluminescence relative to the quantum absorption with increasing InGaN thickness. Taken from [103] (left) and [104] (right). Reproduced with permission from APS.
2.4. III-nitride semiconductors

Excitons settle into local potential minima, preventing them from reaching nonradiative recombination centers like threading dislocations. Provided the distance between localization centers remains less than the threading dislocation density, the resulting hybrid quantum well–quantum dot gain medium emits light efficiently due to three-dimensional electronic confinement [106, 107]. The increased emission efficiency is paid at the price of augmented nonradiative Auger recombination at high intensities due to the increased likelihood of three-particle processes in localized potential minima [108]. This issue is likely to continue to be debated.

2.4.5 Surfaces

In this subsection, we examine the role of surface states in semiconductor devices, first from a broad, material-independent perspective and then shift focus to the specificities of III-nitrides. The semiconductor band structure from Fig. 2.4 remains valid only within the bulk material volume. All experimental semiconductor devices have finite spatial extent and are connected to the external environment by one or more interfaces. The termination of the infinite crystal lattice at such an interface may result in the formation of intrinsic surface states, which are spatially localized at the interface. Surface states may exist with energy eigenvalues within the bulk material band gap. Additional extrinsic surface states may exist due to the presence of structural defects or chemical impurities [109].

Surface passivation describes a family of techniques which modify the semiconductor surface in a favorable manner for device operation. Typically, surface passivation treatments decrease the density of surface states, whose charging and discharging may impede transistor device switching [109] or supply mid-gap states that facilitate nonradiative recombination at the semiconductor surface and laser facets [110]. Historically, the success of silicon-based microelectronics can be largely attributed to silicon’s ability to thermally grow a low interface state density oxide layer [111].

A simple one-dimensional quantum mechanical model explains intrinsic surface state forma-
Fig. 2.8(a) sketches the system under consideration, which is an addition to the nearly free electron model. A weak periodic potential, $V(z)$, with period $a$ extending to $z \to -\infty$ is terminated by a surface at $z = 0$, with the vacuum level offset by $\Delta E_{\text{vac}}$ above the periodic potential. Far away from the boundary, one recovers the normal behavior of the nearly free electron model that is in most solid-state physics textbooks. However, the ansatz wavefunction for real $\kappa_{z-}$,

$$
\psi(z) = \begin{cases} 
Ge^{\kappa_{z-}z+i\phi} \left( e^{i\frac{\pi}{a}z} \mp e^{-i\frac{\pi}{a}z} \phi \right) & z < 0 \\
He^{-\kappa_{z-}z} & z \geq 0
\end{cases}, \quad (2.26)
$$

also solves the one-dimensional Schrödinger equation. In Eq. 2.26,

$$
\kappa_{z+} = \sqrt{\frac{2m_0}{\hbar^2} (\Delta E_{\text{vac}} - E(q))},
$$

$$
\phi(q) = \frac{1}{2} \arcsin \left( \frac{\hbar^2 \pi^2 \kappa_{z-}^2}{m_0 |V_{\pi/a}|} \right),
$$

$$
E(\kappa_{z-}) = \frac{\hbar^2}{2m_0} \left[ \left( \frac{\pi}{a} \right)^2 - (\kappa_{z-})^2 \right] \pm |V_{\pi/a}| \sqrt{1 - \left( \frac{\hbar^2 \pi \kappa_{z-}}{ma |V_{\pi/a}|} \right)^2}, \quad (2.27)
$$

where $E(\kappa_{z-})$ is the energy eigenvalue, $|V_{\pi/a}|$ is the Fourier transform amplitude of the periodic potential, and $\kappa_{z-}$ is restricted to keep the energy real-valued. Physically, the wavefunction in Eq. 2.26 comprises a decaying standing wave in the crystal matched to a decaying exponential wave on the barrier. Matching the wavefunction and its first derivative at $z = 0^-$ and $z = 0^+$ results in a system of two equations in three unknowns, $E(\kappa_{z-})$, $G$, and $H$.

The determinantal solution to the resulting two-by-two system of equations yields the ratio $G/H$ and the energy dispersion for surface states. Fig. 2.8(c) shows that the introduction of the surface at $z = 0$ leads to possible solutions localized at the crystal surface with energy eigenvalues within the bulk gap. Such intrinsic surface states involving nearly free electrons derived from the conduction band are called Shockley states. They can only exist within the energy gap because this produces the exponential wavefunction decay into the semiconductor crystal [112].

In a real, three-dimensional crystal, a two-dimensional dispersion diagram for surface states can be constructed. Multiple terms label surface states in scientific literature; it is worth repeating textbook definitions [112] for the uninitiated reader. Although they are physically equivalent to Shockley states, the Tamm state model describes surface state formation via linear combinations of atomic eigenstates: surface atoms have fewer neighbors and therefore experience less hybridization (mode splitting and shifting) than their bulk neighbors. Theoretically, every unbound molecular orbital creates an intrinsic surface state. If the chemical
bonding is sufficiently strong in the compound (covalent compounds such as Si or Ge), the absence of neighboring atoms at the surface may distort the other molecular orbitals of that surface atom, forming a **dangling bond state**. Dangling bond states are more energetically separated from bulk states due to the larger relative impact of the surface. Finally, **back bond states** may result from the surface modifying the bonding between sub-surface atoms. Energetically, such states are less displaced from the bulk than dangling bond states because the modifications more delocalized in real space. In summary, surface states are classified by their surface wavevector, energetic separation from the bulk bands, and their spatial location within the lattice.

Surface states energetically located near the conduction band can accept charge and are negative when filled (acceptor-like), whereas surface states energetically located near the valence band can donate a charge and remain positively charged when empty [112]. Note that this terminology is the opposite of the standard extrinsic chemical doping of bulk semiconductors [84]. Additionally, chemical adsorbates, crystal damage, and/or non-crystal plane terminations can result in the formation of additional extrinsic surface defect states [109]. Therefore, when reading experimental surface science literature, one must distinguish between ideal surfaces, which are created by cleaving crystals in ultrahigh vacuum, and real world surfaces, which result from exposure to atmosphere and/or cleanroom processing. Even ideal surfaces may undergo reconstruction to minimize their surface energy [112]; when reading theory papers, one must ensure that the theoretical geometry corresponds to a realistic experimental surface configuration.

III-nitride surfaces again depart from past community experience with other semiconductors. In III-arsenides and II-VI semiconductors, intrinsic surface states do not exist in the bulk material band gap for surfaces cleaved on major crystal planes due to surface reconstruction following cleaving. In group-IV semiconductors, such as silicon, intrinsic surface states exist in the bulk material band gap due to the covalent nature of the bonds [109]. In contrast, calculations and measurements of both c- and m-plane GaN surfaces indicate a high density of acceptor-like intrinsic surface states located approximately 1.0 and 0.6 eV below the conduction band minimum, respectively [80, 113]. Sub-gap optical absorption by surface states is energetically allowed between surface state bands as well as between surface state and bulk semiconductor bands. Surface photovoltage [109] measurements of c-plane GaN exhibit a continuum of optical surface transitions for photon energies between 1.3 eV and the bulk band gap, 3.4 eV [114]. Furthermore, oxygen adsorption is known to modify the surface states of pristine facets, resulting in (de)increased band bending for (m)c-plane surfaces [115–117]. Finally, oxygen can be desorbed from the GaN surface by UV illumination under vacuum [115]. Surface passivation of III-nitride surfaces remains a topic of ongoing research.
2.5 Summary

This chapter presented background information for the thesis. The goals of the presentation were twofold: first, in order to place this work in a larger context, the possible applications of the thesis research were discussed. Application-grounded, quantitative figures-of-merit were defined for experimental evaluation in subsequent chapters. Second, the relevant physics and materials science of III-nitride semiconductors were presented. Emphasis was paid to differences between III-nitrides and other semiconductor families, such as III-arsenide compound semiconductors and silicon.
3 Experimental Methods

In this chapter, we examine the experimental methods used to create and characterize III-nitride materials and optical nanocavities resonant in the blue and near-ultraviolet portions of the electromagnetic spectrum. Thus, the chapter is broken into two subsections, one focusing on fabrication and the other on characterization. The short operation wavelength imposes strict conditions on the dimensions and tolerances of the final optical nanocavity structure. First, the epitaxial films must be thin ($\sim \lambda/n$), free of pits and cracks, and smooth while exhibiting both low residual absorption and minimal strain. Second, the operation wavelength dictates the lateral feature size which, in the case of photonic crystal cavities, is on the order of $\lambda/2n$ or 120 nm for operation in the blue. At such short length scales, pattern transfer and subsequent high-aspect ratio etching occur at the edge of the process window, which may result in compromises for other parameters such as surface roughness. Next, the absorptive silicon substrate must be removed to create an air-suspended cavity by the most gentle, chemically-selective means available. Finally, the samples must be cleaned and passivated to maximize performance without collapsing the air-suspended structures. Such peculiarities specific to III-nitride optical nanocavities are discussed in the first part of this chapter.

The second part of the chapter focuses on characterization techniques. The samples are primarily studied by all-optical, contact-free techniques, such as microphotoluminescence ($\mu$PL) spectroscopy. Conventionally, photoluminescence spectroscopy of semiconductors examines the light emitted by a semiconductor under non-resonant optical excitation, e.g. with a pump laser whose photon energy exceed the semiconductor's bulk band gap. The construction of a new laboratory for optical spectroscopy was an objective of the thesis. The goal of the related subsection is to document the setup's capabilities for future users. The laboratory is configured in a modular design to enable a variety of measurements, including:

- $\mu$PL spectroscopy
- Micro-Raman ($\mu$Raman) spectroscopy
- Hakki-Paoli technique for laser gain measurement
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- Time-correlated single photon counting (TCSPC) spectroscopy
- Time-resolved photoluminescence (TRPL) spectroscopy

The nanoscale objects studied in the laboratory, including quantum dots and optical nanocavities, demand sub-micron mechanical stability and positioning precision. As such nanoscale light-emitters do not emit much light,\(^1\) the setup is configured to maximize the collection and detection efficiency. Furthermore, as Chapter 5 evidences, nanoscale objects may exhibit extreme sensitivity to the measurement environment, requiring additional apparatus modifications. The constraint of short wavelength operation\(^2\) restricts the availability of suitable optical components and imposes free space operation due to high dispersion and losses in optical fibers in the ultraviolet and blue spectral ranges. Finally, custom LabView measurement software in conjunction with a scanning stage, motorized filter wheel, motorized \(\lambda/2\)-waveplate, and electromechanical shutter automates measurements such as time- and polarization-dependencies, photon statistics, and spatial mappings of \(\mu\)PL.

3.1 Fabrication

This section describes the equipment utilized during the fabrication of III-nitride optical nanocavities. The process flow (Fig. 3.1) outlines each high-level step in the fabrication procedure. One subsection is devoted to each substep: epilayer growth, pattern writing, pattern transfer by dry etching, silicon substrate removal, and sample cleaning. The goal is not to be an exhaustive, self-contained reference for each technique but rather to explain critical process parameters for III-nitride optical nanocavities and to provide the interested reader with references for further reading.

3.1.1 Epitaxial growth

All samples in this thesis were grown on silicon (111) wafers by Dr. Jean-François Carlin using metal-organic vapor phase epitaxy (MOVPE) in an Aixtron 200/4 RF-S low pressure horizontal reactor. Although the growth took place on the (111) silicon surface due to its three-fold symmetry, in principle III-nitrides can be grown on suitably prepared (100) surfaces, opening the possibility for CMOS integration [118]. However, III-nitride growth on Si (100) has not been widely explored. In this thesis, however, the growth on silicon was motivated by the ease of removal of the substrate material to create air-suspended optical nanocavities.

The recipe was co-developed by Dr. Carlin and my predecessor, Dr. Noelia Vico-Triviño, during her doctoral thesis [103] and remained unchanged in this work. A 40-50 nm aluminum nitride

---

\(^1\)The III-nitride quantum dots' shortest recorded lifetime is 1 ns [45], of which the fraction \(1/2(1 - \sqrt{1 - NA^2}) = 0.06\) for \(NA = 0.5\) is emitted into a microscope objective's cone, giving a maximum available photon count rate of \(6 \times 10^7\) s\(^{-1}\) not taking collection and detection efficiency into account.

\(^2\)The shortest wavelength pump laser is 244 nm.
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Figure 3.1: Process flow for creation of III-nitride photonic crystal cavities resonant in the blue. (a) Epitaxial growth by metal-organic vapor phase epitaxy. (b) Electron beam lithography of hydrogen silsesquioxane (HSQ) hard mask. (c) Pattern transfer by dry etching. (d) \( \sim 750 \text{ nm} \) air gap creation by XeF\(_2\) vapor phase etching. (e) Resist strip, cleaning, and passivation (black layer). All dimensions (nm) are to scale.

buffer layer (Fig. 3.1(a)) must be grown on the substrate because gallium nitride reacts with the silicon substrate, leading to melt-back etching [97, 119]. The optimum growth conditions for the smoothest surface without pits or cracks necessitate an overall epilayer thickness of 300 nm, thicker than the ideal \( \lambda/(2n_{eff}) \approx 100 \) nm required for single electromagnetic mode operation of photonic crystals in the blue spectral region (Section 4.1.2). A single In\(_{0.15}\)Ga\(_{0.85}\)/GaN quantum well placed 10 nm above the geometric center of the epilayer stack maximizes coupling of the internal light source to the fundamental electromagnetic mode due to the lower refractive index of AlN (Section 4.1). For more information on growth of III-nitride epilayers on silicon (111) using MOVPE, see [98, 103].

3.1.2 Pattern writing

Optical nanocavity patterns must be written by electron beam lithography due to the small feature size (\( l_{crit} \sim 70 \) nm) of photonic crystal patterns. This follows from the diffraction limited resolution (\( l_{min,\gamma} \)) of an ideal optical imaging system,

\[
l_{min,\gamma} = \frac{\lambda}{2 NA}\]

(3.1)

where \( \lambda \) is the illumination wavelength and \( NA \leq 1 \) is the imaging system’s numerical aperture. The available photolithography equipment at EPFL employs mercury arc lamps (\( \lambda \sim 400 \) nm),
so \( l_{\text{min},\gamma} \gg l_{\text{crit}} \) and the photolithography system cannot be used for processing blue photonic crystals.

By using electrons instead of photons for patterning, \( l_{\text{min}} \) can be shrunk by several orders of magnitude. One can turn to the de Broglie wavelength of an electron as a back-of-the-envelope estimate of an upper-bound on the resolution of patterning by electron beam lithography,

\[
l_{\text{min},e} = \frac{hc}{pc},
\]

where \( h \) is Planck’s constant and \( p \) is the electron momentum. The relativistic relationship between momentum, kinetic energy, and rest mass for a massive particle is

\[
p c = \sqrt{KE^2 + 2KE m_0 c^2},
\]

where \( KE \) is the kinetic energy and \( m_0 \) is the electron rest mass (511 keV). For a realistic maximum electron kinetic energy of 100 keV, \( l_{\text{min},e} \) is on the order of 0.04 Å, far below \( l_{\text{crit}} \).

Although the theoretical resolution limits of electron beam lithography remain at subatomic length scales, practical systems are limited to resolutions of a few nanometers. The first patterning by electron beam lithography was demonstrated in 1969 by IBM Research [120], and the first practical electron beam lithography system was demonstrated in 1975 by Bell Labs [121]. Modern, commercial electron beam lithography systems are primarily utilized for writing the master photomasks for photolithography [122]. The principal components of such systems include (Fig. 3.2) a thermal or cold cathode emission gun to source electrons, coils to focus and deflect the beam, a beam blanker or shutter, and a sample coated with an electron-sensitive resist mounted on a stage controlled by a laser-interferometer.

The practical resolution is limited by several factors. First, as the beam current increases, electrostatic electron-electron repulsion in the focus increases the spot size. Second, the spot position does not immediately settle after opening the beam blanker. Finally, electrons are backscattered by the underlying substrate, raising the background dose of electrons within a \( \sim 30 \mu \text{m} \) radius. This necessitates a pattern-density dependent exposure correction, called proximity effect correction, which is calibrated using well-established procedures [123] and the Layout BEAMER software at EPFL.

The best lithography exposures require careful optimization and knowledge of how the patterns are written. EPFL’s 100 kV Vistec (now owned by Raith) EBPG5000 system writes patterns by breaking the patterns up into \( 200 \times 200 \mu \text{m}^2 \) write fields whose size is limited by the range of the deflection coils. Between write fields, the sample stage moves and may introduce stitching errors into the patterns. Therefore, nanostructures must be grouped into blocks inside a single write field while keeping the overall pattern density low enough such that proximity correction effects do not play a major role. The “fracturing” of the pattern, the algorithm controlling how
Figure 3.2: A schematic example of the building blocks of an electron beam lithography system. Reproduced from [122].

The shapes are broken into primitive polygons, is of paramount importance; the beam shutter blanks in between polygons, introducing a few nanometer settling error. The smoothest, roundest structures can be realized when the inside and outside perimeters are patterned without blanking the beam (Fig. 3.3).

Figure 3.3: BEAMER previews for (a) conventional polygon and (c) sequence fractures. SEM images of corresponding lithography in 90 nm of 6% HSQ developed in TMAH 25% for (b) conventional polygon and (d) sequence fractures. Note the improved hole homogeneity. Scale bars are 200 nm.
With such an optimized exposure, the minimum hole diameter that can be reliably written in the negative tone resist hydrogen silsesquioxane (HSQ) developed in high contrast 25% tetramethylammonium hydroxide (TMAH) developer is around 60 nm, which gives a 1:5 aspect ratio for a resist thickness of 90 nm. Although the EBPG5000 could write smaller holes if the resist were thinner, the use of HSQ as a hard mask for dry etching precludes thinning due to the 300 nm epilayer thickness, etch process selectivity, and aspect-ratio dependent etch rate, which are discussed in the next subsection.

3.1.3 Dry etching

The optimized lithographic exposure must be transferred to the underlying III-nitride epilayers with maximum fidelity. Due to the high density of dislocations in the III-nitride epilayers grown on Si(111) and small, high aspect ratio (height/width ∼ 5) of the desired features, wet etch techniques remain generally unsuitable. Etching using plasmas containing halogen gases Cl₂ and BCl₃ mixed with Ar, or N₂ are known to etch nitrides at a rate of several hundred nanometers per minute in reactive ion etchers (RIE). The inert gases stabilize the plasma and contribute to physical etching or ion milling [124, 125].

In RIE, the sample is clamped to a DC-isolated electrode of a parallel plate capacitor which is fed several hundred watts of power at radio frequencies of ∼ 13 MHz. In the resulting plasma, the light, mobile electrons strike the sample and a charge builds up on the surface due to the DC isolation of this electrode. This charge generates a DC bias of several hundred volts between the positively charged plasma and negatively charged sample which promotes the physical bombardment of the wafer surface with chemically and non-chemically reactive ions. By adding a second RF coil to generate the plasma, inductively coupled plasma reactive ion etching (ICP-RIE) improves upon the RIE technique by allowing independent control of the plasma density and kinetic energy of ions striking the surface. ICP-RIE etching utilizing Cl₂ and BCl₃-based plasmas yield the highest etch rates and best anisotropic etch profiles in III-nitride materials [126].

A Cl₂/N₂ plasma in EPFL’s Sentech ICP-RIE SI 500 etcher was used to etch all optical nanocavities in this thesis. This etcher’s unique design feature is a planar triple spiral antenna for the ICP plasma generation, which supposedly results in a low average and narrow ion energy distribution ideal for etching nanostructures [127]. The recipe employed in this thesis yields an etch rate of 75-80 nm/min and etch selectivity better than 8 of GaN over HSQ. However, the quoted etch rate is for an isolated, external dimension.

A small, internal dimension like a sub-100 nm diameter hole etches slower and exhibits a different sidewall profile due to the aspect ratio dependent etching phenomenon: as the feature size decreases and/or aspect ratio increases, the etch rate slows because of transport of reactive ions to the etched surface and neutral byproducts away from the etched surface can be hindered by gas-phase collisions, surface scattering, and surface charging [128]. Fig. 3.4 shows the etch rates of slits and holes normalized by the etch rate of 78 nm/min. One sees that
as the dimensionality and the width of the feature decrease, the relative etch rate decreases. The solution to this dilemma is to increase the etch time such that the holes are etched fully through the III-nitride epilayers. Consequently, the external dimensions are overetched into the silicon substrate and a thicker resist/hard mask is required.

3.1.4 Air gap creation

After pattern transfer, the optical nanocavity is suspended in air in order to eliminate the parasitic coupling losses between the resonating optical mode and the absorptive silicon substrate. Ideally, such an etch would be entirely chemical in nature, eliminating additional etch damage from ion bombardment during dry etching while promoting a nearly infinite selectivity of silicon to III-nitrides. The XeF$_2$ vapor phase etch meets these criteria. In such a pulsed process, evaporation of XeF$_2$ crystals generates fluorine gas [129], which attacks silicon but leaves III-nitrides untouched. Nitrogen purges between cycles clear reaction byproducts.

XeF$_2$ vapor phase etching has several advantages over silicon removal in a fluorine-based ICP(-RIE) process. First, the etch is more isotropic, leading to shorter process times required to remove all material beneath a nanostructure. Fig. 3.5 reveals the anisotropic nature of selective SF$_6$-based plasma etching of silicon in the Oxford ICP etcher in EPFL’s III-V cleanroom. The silicon posts retain the square nature of the GaN pattern and the ratio of the vertical to horizontal etch rate is roughly four. More importantly, the ICP plasma damages the III-nitride nanobeam photonic crystal, resulting in sidewall waviness (Fig. 3.5(b)).

On the XeF$_2$ etcher at EPFL, the user controls the gas pressures, soak times, and number of...
3.1.5 Cleaning and passivation

To complete the structures, the residual HSQ resist is stripped in 49% BHF acid and the surface is then cleaned and passivated. For instance, BHF etching leaves behind fluorine ions adsorbed on the nitride surface [130]. Additionally, the ICP-RIE etching may damage and embed ions in the III-nitride material [131, 132]. A variety of techniques were used in this thesis to clean and manipulate the nanocavity surface. Please see Section 5.5 for more details.

3.2 Characterization

This section details the techniques utilized to characterize the photonic nanocavities. Atomic force microscopy (AFM) and scanning electron microscopy (SEM) reveal the surface roughness and geometry of the finished structures, while spectroscopic ellipsometry measures the thicknesses and refractive indices of the various epilayers. As we are primarily interested in the optical properties of III-nitride optical nanocavities, the primary characterization methods...
Figure 3.6: SEM images of air-suspended III-nitride structures created by XeF$_2$ vapor phase etching. (a) Air-suspended epilayer membrane created by 35 $\mu$m of lateral silicon under etch without affecting the epilayers. (b) Nanobeam photonic crystal with air gap. (c) Top view showing straight, undamaged sidewalls. The remaining silicon surface is rough due to etch rate anisotropy on different crystal orientations but this roughness does not affect optical performance because the air gap is more than 800 nm.
are comprised of optical techniques. One of the main tasks of this thesis was to construct a new optical laboratory for characterization of nanocavities and single photon emitters. Thus, extra space is allocated to document the design and capabilities of the setup.

### 3.2.1 Scanning electron microscopy

Due to the optical diffraction limit (Eq. 3.1), nanocavities with sub-100 nm dimensions cannot be visualized by conventional optical microscopy. Again, the use of electron-based techniques allows an increase in the optical resolution to a few nanometers. A scanning electron microscope resembles the electron beam lithography system depicted in Fig. 3.2, with a few important differences. First, the specimen-dependent acceleration voltage is much lower to increase sensitivity to the surface. Second, the laser interferometer stage is not necessary, as samples are examined with the stage locked in position. Third, the beam blanker is eliminated and the beam is continuously scanned in a raster pattern. The incident electrons may be scattered, generate secondary ionized and/or Auger electrons, or create X-rays as a function of the position. Different information can be extracted from different particles at various detection angles [133].

SEM images of III-nitride-based nanostructures depicted in this thesis were acquired using a Zeiss Merlin SEM [134]. The Gemini II column was operated in high resolution mode with an accelerating voltage of 3 kV. Unless otherwise noted, the in-lens secondary electron detector was used to maximize the system's spatial resolution and sensitivity to the sample surface. Fig. 3.7 shows a side-by-side comparison of the same sample imaged with the Merlin and a Jeol JSM-6701F SEM at 3 kV with in-lens detection. The Merlin images exhibit higher contrast and surface sensitivity under similar conditions, likely due to the reconfigurability of the electron beam blanker.

![Figure 3.7: The same nanobeam photonic crystal imaged with (a) Jeol JSM-6701 and (b) Zeiss Merlin SEMs at 3 kV with in-lens detection in both cases. Scale bars are 200 nm. The nanobeam photonic crystals have been exposed to O\textsubscript{2} at 850 °C for more than 60 minutes.](image-url)
optics in the Gemini II column.

### 3.2.2 Cathodoluminescence

Excitation by electron beams in a SEM may also generate luminescence from the sample under study. As a primary electron whizzes by the sample with several keV of kinetic energy, the Fourier transform of the transient electric field seen by the sample contains frequency components up to several tens of eV. Therefore, an electron beam may act as a broadband illumination source, perfect for the study of wide band gap semiconductors for which no above gap laser source may be available. Additionally, the size of the excitation spot remains far below the optical diffraction limit. By raster scanning the electron beam and dispersing the cathodoluminescence signal from each point in a spectrometer, so-called hyperspectral images can be created where each pixel in an image contains an entire spectrum. In this thesis, cathodoluminescence mappings were used to measure the profile of optical nanocavity modes with resolution exceeding the diffraction limit using a prototype cathodoluminescence system (Attolight SA). Beyond such rapid measurements, this technique’s utility is limited in this thesis due to rapid degradation of the optical modes caused by charging and deposition from the electron beam. For more details on the cathodoluminescence setup, please see [135]. All cathodoluminescence measurements in this thesis were conducted by Dr. Gwénoél Jacopin.

### 3.2.3 Atomic force microscopy

AFM is used to map the spatial topography of a sample with atomic resolution. The AFM technique, invented in 1986 by IBM researchers [136], relies upon a raster scanning a piezoelectrically-driven vibrating cantilever with an atomically sharp tip across the sample surface. The beam deflection is measured by a laser beam reflected off the back surface of the cantilever and centered on a four-quadrant photodetector. At tip-sample distances between 1-10 nm, the tip-sample force is attractive due to Van der Waals interactions. At shorter distances, the force is repulsive due to physical contact between the two surfaces.

AFM images in this thesis are measured using a Bruker FastScan AFM head and Bruker FastScan A cantilevers operating in the manufacturer’s proprietary PeakForce® tapping mode. In the conventional tapping mode, the most common AFM operating mode, the vibrating tip is driven slightly off-resonance and lowered until it is in periodic contact with the surface under investigation [137]. A feedback loop changes the cantilever vertical position to maintain the same oscillation amplitude. Topographical information can be extracted from the cantilever vertical position and relative phase between the piezoelectric driving and photodetector signals. PeakForce® mode is a variation on tapping mode where the maximum force value is the feedback loop control parameter. According to the manufacturer, maintaining forces below 10 pN with an active feedback loop increases tip life and image fidelity while minimizing damage to the sample surface [138].
3.2.4 Spectroscopic Ellipsometry

Spectroscopic ellipsometry is an optical technique used to measure the thicknesses and optical properties of thin film stacks. The measurement apparatus is straightforward: a beam of circularly or elliptically polarized light is specularly reflected from the sample surface. A second, optional waveplate and rotating polarizer measures the rotation of the polarization ellipse by the sample. The result is a measurement of the ratio of the complex reflectivity for \( p\) - and \( s\)-polarized light from the sample surface,

\[
\frac{r_p}{r_s} = \frac{\tan(\Psi) e^{i\Delta}}{1}
\]

where \(\tan \Psi\) is the amplitude ratio and \(\Delta\) is the phase difference between the \( s\) and \( p\) reflection coefficients. Spectroscopic ellipsometers measure \(\Psi\) and \(\Delta\) as a function of illumination wavelength, either using monochromatic illumination and point-by-point measurement or using white light illumination and dispersing the reflected light in a spectrometer. The difficult part of the technique is fitting the measured data to a physical model of the thin film stack for layer thicknesses and refractive indices [139].

The epilayer stack (Fig. 3.1) is modeled using a look-up table for the silicon substrate [140] and empirical Cauchy dispersion models for each of the aluminum nitride and gallium nitride layers at energies less than 3.1 eV, e.g. below both the GaN and AlN bandgaps where no absorption is expected,

\[
n(\lambda) = C_1 + \frac{C_2}{\lambda^2} + \frac{C_3}{\lambda^4}.
\]

<table>
<thead>
<tr>
<th>Material</th>
<th>(C_1)</th>
<th>(C_2 (\mu m^2))</th>
<th>(C_3 (\mu m^4))</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaN</td>
<td>2.267</td>
<td>(2.13 \times 10^{-2})</td>
<td>(3.85 \times 10^{-3})</td>
</tr>
<tr>
<td>AlN</td>
<td>2.19</td>
<td>(2.72 \times 10^{-3})</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 3.1: Cauchy model parameters deduced for III-nitride epilayers grown on silicon (111) from fitting between 3.0 and 1.4 eV to spectroscopic ellipsometry data. GaN’s \(\sim 2\%\) relative birefringence in the blue spectral range [88] is ignored in all subsequent modeling efforts.

The thicknesses of the materials are determined to within a few nanometers by SEM cross-section of cleaved samples, leaving only the constants \(C_1\), \(C_2\), and \(C_3\) to be determined for each of gallium nitride and aluminum nitride (Fig. 3.8 & Table 3.1). Compared to the literature [141], the MOVPE-grown AlN films used in this thesis have higher refractive index. This is likely due to the differing growth techniques as well as the proximity to the silicon substrate for the MOVPE-grown films, which results in diffusion of Si into the AlN layer (Fig. 5.9).
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Figure 3.8: Dispersion of the refractive index of the thin III-nitride epilayers grown on silicon following the Cauchy model (solid lines) compared to the literature (dashed lines) for strain-free epilayers grown on a buffer on silicon by molecular beam epitaxy [141]. The wafer-to-wafer reproducibility for the films utilized in this thesis is < 1%.

3.2.5 Raman spectroscopy

In the Raman spectroscopy of semiconductors, light is inelastically scattered by optical phonons. Due to energy conservation, the laser photons are shifted in energy, giving rise to a unique spectral fingerprint of the sample [142]. In semiconductors, Brillouin zone center optical phonons are probed by first-order Raman processes. When a phonon is added to the sample, the scattered light is redshifted relative to the excitation line (Stokes scattering). When a phonon is absorbed from the sample, the scattered light is blueshifted relative to the excitation line (anti-Stokes scattering). We work with Stokes scattered light, whose intensity is higher than the anti-Stokes lines because of the negligible population of optical phonons in III-nitrides (92 meV) at room temperature (26 meV). The crystal symmetry and experimental geometry determine allowed Raman optical transitions [20].

First-order Raman transitions are weak processes. They are described by third-order time-dependent perturbation theory in Schrödinger’s equation and the process is therefore proportional to the sixth power of the interaction Hamiltonian, or the third power of the excitation intensity [142]. Therefore, modern Raman spectrometers use filtered monochromatic laser illumination to achieve appreciable signal. The Institute of Physics at EPFL owns a commercial confocal Raman microscope with 800, 532, 488, and 405 nm laser sources and a spectral resolution of around 1 cm$^{-1}$ [143]. Accordingly, in this thesis, we work in the backscattering geometry ($Z(x,x)$ $\bar{Z}$ or $Z(x,y)$ $\bar{Z}$), where either the co-($x,x$) or cross-polarized ($x,y$) incident and scattered radiation are detected along the same optical axis ($Z$).

For III-nitrides, subtle peak shifts provide information about the composition, local strain, lattice quality, temperature, and coupling to free carrier plasmons. In the backscattering experimental geometry, only the $E_2$ and $A_1(LO)$ modes are allowed [144, 145]. Fig. 3.9 shows a confocal Raman spectrum of the thin biaxially strained III-nitride epilayers grown on silicon.
Table 3.2: Characteristic phonon modes and deformation potentials for III-nitride Raman-active phonons visible in the $Z \bar{Z}$ experimental configuration [145–147]. Parentheses contain ± error bars.

Confocal detection results in the relative attenuation of the silicon substrate's $LO$ phonon mode, which is normally stronger in intensity than the III-nitride modes. Furthermore, the large air gap and high numerical aperture of the microscope objective drop the background signal low enough such that the peaks from the 45 nm thick AlN film become visible. The origin of the mode at 708 cm$^{-1}$ is presently unknown; its energy is consistent with the GaN harmonic, $E^H_2+E^L_2$ and this mode is observed only in nanostructures with a large air gap beneath.

The Raman shifts ($\Delta \tilde{\nu} = \tilde{\nu} - \tilde{\nu}_0$) from the equilibrium mode positions can be converted to stress ($\sigma$) using the deformation potentials $(a_\lambda, b_\lambda, c_\lambda)$ (Table 3.2), Eqs. 3.6-3.7 [146, 147]

$$\Delta \tilde{\nu}(A_1(LO)) = a_\lambda(A_1)(\epsilon_{xx} + \epsilon_{yy}) + b_\lambda(A_1)\epsilon_{zz}, \quad (3.6)$$
and a conversion of the stress ($\epsilon$) to strain using Hooke's law under the appropriate boundary conditions (see Section 2.4.3). As some deformation potential coefficients for III-nitrides have not yet been measured, we use the $E_2$ value for wurtzite CdS, $c_\lambda(E_2) = 107$ cm$^{-1}$[148], when treating uniaxial strain in Section 4.3. Both the $E_2^H$ and $A_1(LO)$ modes serve as effective strain sensors because their deformation potentials are strong. The combination of Eqs. 2.18-2.20 with 3.6-3.7 leads to the following expressions for the linear dependence of the shift rate with strain

$$\Delta \tilde{\nu}^{u}(A_1(LO)) = \left( 1 - C_0 \right) a_\lambda(A_1(LO)) - b_\lambda(A_1(LO)) \frac{C_{13}}{C_{33}} \epsilon^{u}_{xx},$$  \hfill (3.8)

$$\Delta \tilde{\nu}^{u}(E_2^H) = \left\{ \left( 1 - C_0 \right) a_\lambda(E_2^H) - b_\lambda(E_2^H) \frac{C_{13}}{C_{33}} + c_\lambda(E_2^H)(A+1) \right\} \epsilon^{u}_{xx},$$  \hfill (3.9)

$$\Delta \tilde{\nu}^{b}(A_1(LO)) = 2 \left[ a_\lambda(A_1(LO)) - b_\lambda(A_1(LO)) \frac{C_{13}}{C_{33}} \right] \epsilon^{b}_{xx},$$  \hfill (3.10)

$$\Delta \tilde{\nu}^{b}(E_2^H) = 2 \left[ a_\lambda(E_2^H) - b_\lambda(E_2^H) \frac{C_{13}}{C_{33}} \right] \epsilon^{b}_{xx},$$  \hfill (3.11)

where the subscripts $u$ and $b$ stand for uniaxial and biaxial strain, respectively. As a reminder, $C_0$ is related to the elasticity constants by Eq. 2.19. The shift to lower wavenumbers is indicative of the tensile strain expected for growth on silicon (Section 2.4.2). Further quantitative analysis of Fig. 3.9 is deferred until Section 4.3, which compares the strain state of as-grown epilayers with uniaxially strained, biaxially strained, and free-standing microstructures.

### 3.2.6 Optical laboratory construction

A new laboratory was built for optical characterization of III-nitride nanoscale light emitters. The application requires operation wavelengths from the shortest available pump laser (244 nm) to the blue-green luminescence of InGaN/GaN quantum wells (500 nm), positioning precision and reproducibility less than 1 µm, maximum possible light collection efficiency, spectral resolution down to 100 µeV, temperature control down to 4 K, controllable measurement atmosphere capable of high vacuum (< $10^{-6}$ mbar), time-correlated single photon counting with maximum possible detection efficiency and temporal resolution, and automated measurement routines for drift-compensation, polarization-, power-, and time-dependent series. The purpose of this section is to document the setup's design, capabilities, and limitations for future users.

The heart of the setup is a Cryostation C2 from Montana Instruments, Inc., a closed cycle helium cryostat capable of cooling from room temperature to 4 K in around three hours. Inside the sample chamber (Fig. 3.10) is a three-axis piezoelectric positioning stack (2 × ANPx101/RES, 1 × ANPz101/RES from Attocube GmbH) with resistive encoders from Attocube
Figure 3.10: Sample holder and piezoelectric stack of the Cryostation C2 from Montana Instruments with custom modifications. (1) Removeable copper bar for gluing sample. (2) Custom sample holder. (3) Sample heater up to 3 W. (4) Attocube ANPz101/RES positioner. (5) 16 DC electrical feedthroughs going to banana connector box. (6) 4 RF feedthroughs leading to SMA connectors.
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Systems AG for rough sample positioning with 5 mm overall travel in each axis. Because the thermal conductivity of the titanium piezoelectric stack is poor at low temperature, Montana Instruments engineered a thermal link to transfer heat from the sample to the cold finger. We re-engineered the sample holder, the top portion of the stack, to be more flexible for our needs. The new sample holder is machined out of copper and electroplated with 5 microns of nickel and 20 microns of gold (Collini GmbH). We also added a custom cartridge heater inside a transverse hole within the sample mount for faster temperature sweeps above 70 K. Samples can be mounted in one of three ways: a 4.8 \times 3.2 \text{mm}^2 sample can either be glued in a ceramic DIP package and clamped for electrical contacting via sixteen DC electrical feedthroughs or all-optical characterization can be carried out on a maximum 8 \times 8 \text{mm}^2 piece by gluing the sample to a copper bar and then fastening the bar to the sample holder. The final option would be to bond the chip to a printed circuit board with the correct hole spacing for high-frequency electrical characterization via four RF feedthroughs.

The vacuum system of the stock Cryostation was modified to enhance the system’s performance. After cryo-gettering on the sample surface was observed, a turbomolecular pump (Pfeiffer Vacuum GmbH) was added through a window port to complement the built-in cryopumping. The cold cathode vacuum gauge, mounted adjacent to the sample chamber, registers pressures as low as 2.5 \times 10^{-7} \text{mbar} at 5 K. Therefore, the chamber pressure must be lower than this value due to cryopumping. At room temperature, a continuous gas flow can be set up in the chamber by manually regulating a needle valve for the gas input and a butterfly valve between the vacuum gauge and turbomolecular pump (Fig. 3.11, V). This configuration solves the deposition problem, enabling long integration time measurements such as time-correlated single photon counting.

A custom UV photoluminescence microscope was built on a breadboard (Fig. 3.11). The pump lasers (Table 3.3) are in-coupled by a rail, periscope, and beamsplitter B1 (50:50 broadband or dichroic 325 and 355 nm mirrors). Two beamsplitters (B2 & B3) mounted in a beam offset compensating geometry can be flipped into the beam line in order to visualize the laser position on the sample. Beamsplitter B2’s arm contains a lamp illumination in the Köhler configuration and beamsplitter B3’s arm contains a tube lens and CCD camera. All light is reflected downward on mirror M1 toward the low working distance viewport on the Montana Cryostation. A 20\times \text{NA}=0.4 \text{UV focusing objective (Thorlabs Inc.)} is mounted on a PI xy piezo scanning stage with 100 \mu m travel and sub-micron positioning repeatability, which in turn is mounted on a vertical translation stage. The sample photoluminescence is collected in the backscattering geometry, and propagated back toward the beamsplitter B1, where it is sent to one of two detection arms by the selection of a flip mirror (M2).

**Microphotoluminescence (\mu PL) spectroscopy**

The first detection arm is comprised of a Horiba Jobin-Yvon FHR 640 spectrometer and Symphony II liquid-N\textsubscript{2} cooled CCD. This 640 mm focal length single-pass spectrometer is equipped with 150, 1800, and 3600 lp/mm gratings and has a resolution limit of 9 pm or 80
Figure 3.11: (a) Schematic and (b) image of custom UV fluorescence microscope. See text for description.
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<table>
<thead>
<tr>
<th>Output λ (nm)</th>
<th>Manufacturer</th>
<th>Model</th>
<th>Power (mW)</th>
<th>Technology</th>
</tr>
</thead>
<tbody>
<tr>
<td>244</td>
<td>Spectra-Physics</td>
<td>Wavetrain</td>
<td>70</td>
<td>2× 488 nm</td>
</tr>
<tr>
<td>266</td>
<td>CryLas</td>
<td>FQCW266</td>
<td>100</td>
<td>4× 1064 nm Nd:YAG</td>
</tr>
<tr>
<td>325</td>
<td>Kimmon</td>
<td>IK3101R-D</td>
<td>7</td>
<td>HeCd gas</td>
</tr>
<tr>
<td>355</td>
<td>Cobolt</td>
<td>Zouk</td>
<td>20</td>
<td>3× Nd:YAG</td>
</tr>
<tr>
<td>375</td>
<td>Spectra-Physics</td>
<td>Excelsior</td>
<td>70</td>
<td>laser diode</td>
</tr>
<tr>
<td>405</td>
<td>Coherent</td>
<td>Radius</td>
<td>50</td>
<td>laser diode</td>
</tr>
<tr>
<td>488</td>
<td>Coherent</td>
<td>Genesis CX</td>
<td>2000</td>
<td>optically pumped semiconductor</td>
</tr>
</tbody>
</table>

Table 3.3: List of lasers available for cw optical pumping.

μeV Hg line of 435.83 nm / 2.845 eV (Fig. 3.12) for the 3600 lp/mm grating in first-order. The optimum resolution is achieved by correctly choosing the in-coupling lens focal length \( f_2 \) such that the grating is fully illuminated. Since we are working with an infinite conjugate ratio objective, the back aperture of the microscope objective has \( d = 8 \) mm diameter, and the input aperture of the FHR 640 is \( F/# = 5.5 \), then the optimum focal length of the in-coupling lens is \( dF/# = 44 \) mm. The closest available UV fused silica commercial lens is a 25 mm diameter, \( f_2 = 50 \) mm lens. The magnification of the system is given by the ratio of the focal length of the in-coupling to the effective focal length of the objective lens, \( M = f_2/f_1 \sim 5 \) for the selected parameters. Finally, the resolution with the 3600 lp/mm grating in first-order or the 1800 lp/mm grating in second-order is adequate for Hakki-Paoli measurements of gain in III-nitride laser diodes.

![Figure 3.12: Spectral resolution of the Hg(I) line at λ = 435.83 nm as a function of slit width for the 1800 and 3600 lp/mm gratings in the FHR 640 spectrometer. Linewidths extracted from Gaussian line shape fits.](image-url)
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By programming the synchronous operation of the PI scanning stage and Symphony CCD in LabView, hyperspectral maps can be performed. In this context, hyperspectral means that each pixel in a raster scan contains a µPL spectrum, creating a three-dimensional data set \( (x, y, \text{energy/wavelength}) \). For samples with a short minority carrier diffusion length such as III-nitrides on silicon [149], the spatial resolution of the microscope\(^3\) is dictated by the size of the focused pump spot on the sample. Ideally, the minimum spot size should be given by the diffraction limit, \( \lambda/(2 \ NA) \) or about 400 nm for the available pump lasers. However, real world non-idealities, such as dust on optics, the objective’s geometrical aberrations, and nonideal laser beam profiles \( (M^2 > 1) \) increase the spot size.

Fig. 3.13(a) shows the integrated µPL intensity as the 355 nm pump laser \( (M^2 < 1.1 \ [150]) \) is scanned over a lithographically patterned edge. Lines are fits to an error function. In Gaussian beam propagation, the FWHM is related to the beam waist \( (w_R) \) by

\[
w_R = \frac{\text{FWHM}}{\sqrt{2 \ln 2}}. \tag{3.12}\]

The extracted beam waists are then plotted in Fig. 3.13(b) as a function of sample height (\( z \)) for cases where the 355 nm pump laser underfills (blue) and is beam expanded to overfill (red) the objective’s back aperture. The dashed lines are fits assuming Gaussian beam propagation,

\[
w_R(z) = w_0 \sqrt{1 + \left( \frac{z}{z_R} \right)^2}, \tag{3.13}\]

where \( z_R = \pi w_0^2 / \lambda \) is the Rayleigh range [151]. We extract for \( w_0 = 1.16 \ \mu m \) and 440 nm for the overfilled and underfilled case, respectively. As expected, \( w_0 \) is larger for the underfilled.

\(^3\) A spatial filter could be added to the detection line for confocal operation at the cost of attenuated µPL signal.
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case due to the decrease in the effective numerical aperture of the objective. Using a Gaussian approximation to the Airy function and the Rayleigh criterion, \( w_0 = 440 \text{ nm} \) corresponds to a resolution of 640 nm, which is commensurate with the diffraction limit for the objective, \( 1.22\lambda/(2 \text{ NA}) = 540 \text{ nm} \). Therefore, we conclude that the setup's spatial resolution is nearly diffraction limited.

Micro-Raman (\( \mu \text{Raman} \)) spectroscopy

Although the Institute of Physics at EPFL owns a commercial confocal Raman microscope (Section 3.2.5), use of the UV lasers in the \( \mu \text{PL} \) setup at LASPE for Raman spectroscopy is advantageous due to resonant enhancement of the signal for above band gap illumination.

The \( \mu \text{PL} \) setup can be quickly converted for \( \mu \text{Raman} \) measurements by inserting steep edge long pass filters in the detection line behind beamsplitter B1 (RAZOREDGE® from Semrock, Inc.). Lasers for Raman scattering must be single mode so that the scattered light exhibits a well-defined Raman shift from a single laser line. Therefore, diode lasers are generally not appropriate unless special precautions (i.e. external cavity or distributed feedback grating) are taken to ensure single mode operation. Gas lasers’ output must be spectrally filtered to eliminate any additional spectral lines in the measurement window. Filters are currently available for the 244, 266, 325, and 488 nm lasers. The 355 nm laser would be suitable as well with the purchase of an additional filter. Next, the Raman laser must be chosen in a spectral window where the sample exhibits little \( \mu \text{PL} \). Otherwise, the Raman signal may be swamped by the \( \mu \text{PL} \) signal. Finally, if the selected laser’s photon energy exceeds the band gap of the material under study, power-dependent measurements should be undertaken for two reasons: Raman lines may shift due to heating and the generation of free carriers [145, 152].

Time-correlated single photon counting (TCSPC) spectroscopy

The second detection arm contains a SPEX 270M monochromator with 2400 and 600 lp/mm gratings coupled to a Hanbury-Brown-Twiss (HBT) intensity interferometer (Fig. 3.14(a)). The resolution versus slit width is given in Fig. 3.14(b) at 435.83 nm for an in-coupling lens focal length of \( f_3 = 50 \text{ mm} \), chosen using the same criteria as for the FHR 640. The ultimate resolution with the 2400 lp/mm grating is 100 pm or 280 \( \mu \text{eV} \). The HBT intensity interferometer is comprised of a UV fused silica 50:50 polka dot beamsplitter (ThorLabs Inc.), chosen for its polarization-independent response, two UV-sensitive PMA 175 photomultiplier tube (PMT) single photon detectors, and a Picoharp 300 time correlator (Picoquant GmbH). When a single photon strikes the first PMT, a cascade amplification in the PMTs’ dynodes sends a 10 nanosecond pulse of current down RF cables to the time correlator, which records the pulse’s arrival time. This arrival event starts an internal stopwatch within the time correlator, which is stopped by the arrival of an electrical pulse from PMT 2. The time correlator then builds up a histogram of the delay in arrival times between the two PMTs. The measured histogram,

\[ ^4 \text{Two identical Gaussian peaks become distinguishable when separated by a distance of one standard deviation.} \]
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Figure 3.14: (a) The dark box (Fig. 3.11(a), top left) contains the Hanbury-Brown-Twiss interferometer, which is comprised of an outcoupling lens, polka dot 50:50 beamsplitter, and two photomultiplier tubes. (b) Spectral resolution of the Hg(I) line at $\lambda = 435.83$ nm as a function of slit width for the 600 and 2400 lp/mm gratings in the SPEX 270M monochromator as measured and analyzed by Dr. Gordon Callsen.

dubbed the intensity autocorrelation function or $g^{(2)}(\tau)$, where $\tau$ is the time delay, yields important information about the photon statistics of the emitting object [153].

The measured photon statistics are a convolution of the instrument response function (IRF) with the bare experimental $g^{(2)}(\tau)$. Thus, due to the Nyquist sampling theorem, photon statistics on timescales below the IRF are not recorded. Furthermore, the convolution with the IRF has the tendency to decrease the magnitude of any peaks or dips in $g^{(2)}(\tau)$ [154]. Because a single photon emitting light source exhibits $g^{(2)}(0) \leq 0.5$, $g^{(2)}(0)$ values reported in literature are frequently given for both the raw and deconvolved data, possibly including modeling of the effects of a broad $\mu$PL background, which further improves the fit $g^{(2)}(0)$ values. Therefore, the reader should appreciate that the deconvolution and modeling procedure is not standardized and therefore opens up the possibility for data manipulation to minimize the coveted $g^{(2)}(0)$ in publications.

Second, the time correlator exhibits a characteristic dead time < 95 nanoseconds following a photon arrival event. Therefore, it is important to maintain count rates far below the 200 ns width of the typical measurement time window, about $5 \times 10^6$ s$^{-1}$ in order to avoid so-called pile-up effects where missed photons during detector downtime distort photon arrival time statistics [154]. Furthermore, count rates higher than $5 \times 10^6$ s$^{-1}$ may destroy the PMTs [155].

Typically, for $g^{(2)}(\tau)$ measurements, the count rates of nanoscale light-emitters are in the $10^3$-$10^4$ s$^{-1}$ range, safely below this threshold. However, when working at higher count rates, one should attenuate the signal with a neutral density filter and verify that the measured $g^{(2)}(\tau)$ does not appreciably change. Pile-up effects are more important in time-resolved photoluminescence (TRPL) spectroscopy, where the object under study may be larger and

5Automatic closing of the PMT interlocks at high count rates has been implemented in the setup’s LabView software combined with the LINX library and an Arduino microcontroller.
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brighter than a quantum dot or photonic crystal cavity.

cw TCSPC measurements pose strict requirements on the coherence time of the pump laser. The ideal relationship between Lorentzian-broadened linewidth ($\nu_L$) and $g^{(2)}(\tau)$ is [153]

$$g^{(2)}(\tau) = 1 + |g^{(1)}(\tau)|^2 = 1 + e^{-2\nu_L \tau}. \tag{3.14}$$

It is desirable to use lasers approaching the theoretical ideal $g^{(2)}(\tau) = 1$ because, if the studied emitter's decay time is shorter than the width of the cw laser bunching peak, its photon statistics may follow those of the pump laser. From the $\tau_0 = 250$ ps temporal resolution of the detection, $\nu_L \ll 2/\tau_0 = 9$ GHz to remain below the detection limit. Therefore, $g^{(2)}(\tau)$ was measured for the pump lasers available at LASPE (Fig. 3.15). One sees that only the 244, 355, and 488 nm lasers are suitable for optical pumping during $g^{(2)}$ measurements due to their ideal laser characteristic $g^{(2)}(\tau) = 1$.

Finally, as the $g^{(2)}(\tau)$ measurement time scales with the inverse count rate squared, overnight or multi-day measurement times may be required to generate high quality data. Such long integration times exacerbate real-world experimental issues. First, both the piezoelectric stages and laser position may drift. Automated repositioning routines have been implemented in LabView to tackle this problem. Second, the emission line under study may change in intensity, emission energy, or width due to deposition on the surface, charging, or photobleaching of the emitter [156]. Although the vacuum system greatly improves this situation, such effects remain sample and measurement condition dependent. Such effects are empirically observed to be worse for emitters close to the surface under high pump illumination intensities ($\sim$ kW/cm$^2$) at short wavelengths (244 & 266 nm).
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Time-resolved photoluminescence (TRPL) spectroscopy

The HBT apparatus can be converted into a single-color TRPL setup by a few simple modifications. First, one switches from cw to pulsed laser illumination. In LASPE, 266 and 355 nm pulsed lasers are available at 8 kHz repetition rates (Teem Photonics SA). In the TRPL configuration, instead of using PMT 1 to start and PMT 2 to stop the time correlator, PMT 1 is disconnected. In its place, a silicon photodiode (PHD-400-UV from Becker & Hickl GmbH) which is illuminated by a beam pickoff from the pump laser, starts the time correlator. The removal of the beamsplitter in the HBT box ensures that all TRPL photons are captured by the remaining PMT. In this configuration, an IRF response time (≤ 250 ps) can be measured (Fig. 3.16). The time correlator discriminators were set at -50 mV. The thin GaN epilayers on silicon incorporating a single InGaN/GaN quantum well were illuminated at room temperature to find the spectral dependence, as these are known to have decay time constants ≤ 50 ps at room temperature (Section 5.4.2). Note that 250 ps is an upper bound on the time resolution of the PMT and time correlator electronics because the finite laser pulse width (450 ps) and photodetector rise time (≤ 200 ps) contribute to the overall, measured time response in the test configuration. Combined with the PMT’s transit time spread of ≤ 180 ps and electrical resolution of ≤ 12 ps, the measured resolution of ≤ 250 ps are in reasonable agreement with the manufacturer’s specifications.

Due to the relatively low repetition rate, high fluences are required to generate appreciable signal. Typical time-averaged powers should remain below 10 µW range in order to avoid heating and optical damage from the spatially and temporally focused pump laser. The modified HBT setup was not used for TRPL measurements in this thesis due to fast (∼ 10 ps) nonradiative recombination in the thin III-nitride epilayers on silicon, even at cryogenic temperatures (Appendix A).

For time constants faster than the 200 ps time resolution of the HBT setup, a dedicated setup

Figure 3.16: Spectral dependence of the IRF The measured response FWHM ranges from 215 ± 5 (λ = 365 nm) to 250 ± 5 ps (λ = 266 nm).
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in another lab is available which generates a polychromatic time-resolved measurement in a single shot. However, the cryostat in this setup vibrates and only coarse micropositioners are available. Therefore, this setup is only suitable for measurements on large features (> 50 µm).

In this setup, the sample is excited by a few picosecond pulsed laser oscillator (Spectra-Physics) frequency tripled to 280 nm (GWU tripler) using a 80×, NA= 0.55 UV objective (Mitutoyo). The base frequency of 80.5 MHz can be lowered by use of a pulse picker. The TRPL is dispersed in a Jobin-Yvon iHR 320 spectrometer with 320 mm focal length and 300 lp/mm grating for a resolution better than 3 meV. A Hamamatsu C5680 streak camera synchronized to the laser oscillator detects the light for an overall temporal resolution of around 10 ps. For more details on this setup, see [135]. All streak camera measurements in this thesis were conducted by Dr. Gwénolé Jacopin.

3.2.7 Variable stripe length method

The variable stripe length technique is an all-optical gain measurement technique for unprocessed epilayers. In the variable stripe length method, the amplified spontaneous emission (ASE) from a cleaved facet is measured under intense, pulsed laser excitation. Two measurements are taken, one with a narrow strip of material of length \( L \) illuminated and the other with \( 2L \) illuminated, giving rise to two measured spectra \( I_L(\lambda) \) and \( I_{2L}(\lambda) \). The net modal gain, \( G(\lambda) \), is then [157],

\[
G(\lambda) = f_g g(\lambda) - \alpha(\lambda) = \frac{1}{L} \ln \left( \frac{I_{2L}(\lambda)}{I_L(\lambda)} - 1 \right),
\]

where \( f_g \) is the fraction of the electromagnetic eigenmodes’ electric field intensity that overlaps the gain region [32], \( g(\lambda) \) is the material gain, and \( \alpha(\lambda) \), is the internal loss.

Figure 3.17 describes the variable stripe length measurement apparatus. The 355 nm third harmonic of a < 200 ps pulse width, 8.1 kHz repetition rate Q-switched Nd:YAG laser (Teem Photonics SA) is 10× expanded to produce a large, Gaussian excitation spot which overfills the cylindrical lens. An aperture blocks the edge of the beam, ensuring that the focused stripe has a homogeneous intensity along its typical excitation length of a millimeter. The waveguided PL within the sample epilayers is collected from a cleaved facet and coupled into an optical fiber for dispersion in a Jobin-Yvon iHR 320 mm focal length spectrometer. The sample and collection optics are mounted on a stage with a micropositioner in order to vary the stripe length without adjusting any optics.

A few aspects of the variable stripe length method require closer attention. First, diffraction from the aperture may result in inhomogeneous illumination, so the aperture needs to be mounted as close as possible to the sample. Second, although the choice of illumination spot size with length \( L \) and \( 2L \) leads to a simple analytical solution for the gain (Eq. 3.15), the two data points are sufficiently far apart such that gain saturation may occur [158]. Furthermore, if \( L \) is too small, then edge effects from the cleaved facet may be present. Therefore, it is
imported to explore different $L$ values, or to adopt illumination of stripe lengths $L$ and $xL$, where $2 > x > 1$ and repeat the analysis to achieve consistent results [158].

### 3.2.8 “Old” µPL apparatus

Many of the measurements in Chapter 4 were completed before construction of the aforementioned optical laboratory. In this second, older µPL setup, the $\lambda = 351$ nm line of a cw Spectra-Physics argon ion laser was used for optical pumping. A Mitutoyo NUV $100\times$, NA=0.5 objective was used to focus the laser light to a spot FWHM of 1.8 μm and collect the µPL, which was sent through a 50:50 beamsplitter and 375 nm long pass dielectric filter (Edmund Optics, Inc.) before dispersion in a Jobin-Yvon $f = 550$ mm focal length spectrometer with a 2400 lp/mm grating and 50 μm slit width, yielding a spectral resolution of 33 pm (260 μeV) for the Hg(I) line at $\lambda = 435.83$ nm. Spectra were recorded by a Symphony II liquid-N<sub>2</sub> CCD in high sensitivity mode. The sample was mounted in an Oxford MicrostatHires cryostat maintained under vacuum levels better than $1 \times 10^{-3}$ mbar during operation. Further details on the setup can be found in Ref. [159]. Any measurements in Chapter 4 reported using the now decommissioned 351 nm argon ion laser were by default done in the “old” setup, whereas all other measurements were done in the “new” laboratory.

### 3.3 Summary

This chapter described the experimental techniques necessary to grow, fabricate, and characterize quantum photonic devices based on III-nitrides operating in the blue and near-UV regions of the electromagnetic spectrum. Air-suspended optical nanocavities may be fabri-
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cated using electron beam lithography and reactive ion etching from 300 nm thick III-nitride epilayers grown on silicon (111) substrates due to the availability of chemically selective etch processes to remove the silicon substrate. The fabricated nanocavities are inspected using atomic force and scanning electron beam microscopy. Their optical properties are primarily studied in a new laboratory constructed as part of this thesis. The quantum optical laboratory is designed for visible and near-UV spectroscopy of quantum dots and nano-optical resonators due to its high spectral resolution, collection efficiency, HBT interferometer, positioning stability, cryogenic operation, and vacuum system.
This chapter focuses on single mode optical nanocavities based on the one-dimensional photonic crystal nanobeam geometry. First, we introduce the photonic crystal concept. Then, we calculate a nanobeam photonic crystal cavity’s eigenmodes and eigenenergies using first-principles methods and demonstrate correspondence with experimental data. Raman spectroscopy and finite element simulations help to examine the influence of strain on nanobeam geometry. Finally, we exploit the relationship between theory and experiments to answer two questions critical to the development of future quantum optical devices based on III-nitride materials: how can light efficiently be extracted from such structures and why is the experimental $Q$ three orders of magnitude below the theoretical prediction? In the last section, we apply the lessons learned to demonstrate high-yield fabrication of photonic crystal nanobeam cavities with $Q$ sufficient to achieve strong coupling in the blue spectral region.

### 4.1 Dielectric mirrors, waveguides, and cavities

Photonic crystals control the allowed directions and energies of light propagation using periodically patterned dielectric materials in one, two, or three dimensions. Ignoring the fact that photons are massless, neutral bosons while electrons are charged, massive fermions, one can draw parallels from the electronic band structure of crystals, such as band structure in momentum space. Such well-developed tools were readily transposed into the optics domain after the initial photonic crystal proposals by Yablonovitch [23] and John [24] in 1987, at which time it became apparent that evolving nano and microfabrication techniques may be capable of realizing such structures. Examples of photonic crystals abound in the natural world, such as the wings of the morpho butterfly and the peacock’s feathers, where structured materials rather than pigments create bright, iridescent displays of light [160].
4.1.1 Bragg mirrors and cavities

The dielectric Bragg mirror is the simplest example of a one-dimensional photonic crystal. Dielectric mirrors are comprised of a $2N$-period repetition of a unit cell of two materials with thicknesses $d_i$ and $d_j$ and refractive indices $n_{1,i}$ and $n_{1,j}$. At each interface, part of the incident plane wave is back-reflected at each interface. The choice of the thicknesses, $n_{1,i}d_1 = n_{1,j}d_2 = \lambda_0/4$ (Fig. 4.1(a)) maximizes the destructive interference of the forward propagating wave (Fig. 4.1(c)), creating a high reflectivity “stop” band or photonic band gap of spectral width \[ \Delta E = \frac{4E_0}{\pi} \sin^{-1}\left(\frac{|n_{1,i} - n_{1,j}|}{n_{1,i} + n_{1,j}}\right), \] at normal incidence, where $E_0 = \frac{hc}{\lambda_0}$ is the photon energy, for large $N$ values [19]. The condition for maximum reflectivity is maintained so long as the projection of the incident wavevector along the Bragg mirror axis, $|k_i|\cos\theta = 2\pi/\lambda_0$, remains constant. The electric field intensity exponentially falls off in the mirror in the stop band (Fig. 4.1(c)) Thus, the stop band blue shifts with increasing angle of incidence $\theta$. $p$-polarized radiation (electric field polarization parallel to the plane of incidence) has a different but qualitatively similar dispersion relation.

Now, imagine the dielectric Bragg mirror is split in two and a half wavelength thick ($d = n_{1,j}\lambda_0/2$) “defect” is sandwiched between the two resulting mirrors (Fig. 4.2(a)) to create a Bragg planar microcavity. A transmission peak appears in the middle of the high reflectivity stop band (Fig. 4.2(b), blue) at energy $E_0 = h\nu_0$. Unlike the case of the dielectric Bragg mirror, the Bragg planar microcavity’s electric field intensity peaks in the defect section (Fig. 4.2(c)). Therefore, we can conclude that the introduction of a $\lambda_0/2$ defect in the Bragg mirror creates...
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Figure 4.2: (a) Schematic of a Bragg planar microcavity. Two 5-pair lattice-matched AlInN/GaN \( \lambda_0/4 \) Bragg stacks surround a \( \lambda/2 \) GaN “defect” [86]. (b) Angular dispersion of the reflectivity for \( s \)-polarized radiation in the vicinity of \( \lambda_0 \). (c) Electric field intensity of the cavity mode at \( \theta = 0^\circ \) as a function of position. Calculations performed using a transfer matrix method MATLAB code written by Dr. Marlene Glauser and Dr. Georg Rossbach during their Ph.D. theses [85, 161].

a spatially localized defect mode with a loss rate \( \gamma_p = \omega_0/Q \). Recalling Ch. 2, the cavity loss rate is the crucial parameter for determining the strength of light-matter interaction in cavity quantum electrodynamics.

The microcavity constructed following the above procedure remains unsuitable for single photon cavity quantum nanophotonics. This can be seen in Fig. 4.2(b), where the transmission peak of the resonance shifts with the angle of the incident radiation following a \( E_p(\theta) = E_p(0)/\cos \theta \) dependence near \( \theta = 0^\circ \), such that the projection of the wavevector along the optical axis \( z \) remains constant. Because of this dispersion with angle, a single photon emitter may couple to any electromagnetic mode with the matching energy at an arbitrary azimuthal angle \( \phi \), corresponding to a ring in \( k \)-space. Even if perfect resonance is achieved for the single electromagnetic mode at \( k = 0 \), the spontaneous emission coupling factor \( \beta \) does not approach one in this geometry. Although such cavities are useful for commercial vertical cavity surface emitting lasers and research on exciton-polariton [162] and photon condensation [163], this design does not satisfy the objective to have a cavity with a single electromagnetic mode resonantly interacting with an embedded single quantum emitter. The number of available modes must be restricted by optically confining light in the additional two spatial directions.

4.1.2 Waveguides

A waveguide enables directional propagation of radiation with minimal losses due to optical diffraction. To construct a waveguide, a higher refractive index waveguide core \( (n_{1,\text{co}}) \) is embedded within a lower refractive index cladding \( (n_{1,\text{cl}}) \) material. The simplest waveguide consists of the waveguide core layer (thickness \( 2d \)) sandwiched between two cladding layers which extend to infinity (Fig. 4.3(a), inset). If \( 2d \gg \lambda/n_{1,\text{co}} \), then the ray optics picture of light...
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Figure 4.3: (a) Graphical solutions to Eqs. 4.6-4.7 for a $2d = 250 \text{ nm}$ thick GaN slab in air (inset) at $2.76 \text{ eV} / 450 \text{ nm}$ including material dispersion (Fig. 3.8) for TE (blue) and TM (red) modes. RHS means the right-hand side of Eq. 4.6 or 4.7. Black curve corresponds to $\tan(k_z d)$. (b) Dispersion relation for the same GaN slab. Black lines correspond to the light cone in air and in the waveguide core.

is valid; any ray propagating within the core at an angle greater than the critical angle given by Snell’s law, $\theta_c = \arcsin\left(\frac{n_{1,cl}}{n_{1,co}}\right)$, will propagate within the waveguide due to total internal reflection [164].

When $2d$ approaches the wavelength of light, Maxwell’s wave equation must be solved directly. The planar waveguide is one of few geometries which admit an analytic solution, which is instructive for the following discussion. Two families of solutions are possible due to the mirror symmetry of the slab, $n_1(x, y, z) = n_1(x, y, -z)$ [19]. The first solution is symmetric in electric field ($E(z) = E(-z)$) and has transverse electric (TE) polarization

$$E(x, y, z) = \begin{cases} 
A \cos(k_z z) e^{-i k_x x} \hat{y} & |z| < d \\
B e^{-\kappa_z |z|} e^{-i k_x x} \hat{y} & |z| \geq d
\end{cases} \quad (4.2)$$

while the second is symmetric in magnetic field ($H(z) = -H(-z)$) and has transverse magnetic (TM) polarization,

$$H(x, y, z) = \begin{cases} 
C \cos(k_z z) e^{-i k_x x} \hat{y} & |z| < d \\
D e^{-\kappa_z |z|} e^{-i k_x x} \hat{y} & |z| \geq d
\end{cases} \quad (4.3)$$

Maxwell’s wave equation relates $k_z$, the propagation constant $k_x$, the attenuation constant $\kappa_z$, and the wavevector $k_0 = \frac{2\pi}{\lambda} = \frac{\omega}{c}$,

$$k_x^2 - \kappa_z^2 = n_{1,cl}^2 k_0^2, \quad (4.4)$$

$$k_x^2 + k_z^2 = n_{1,co}^2 k_0^2. \quad (4.5)$$
By solving for the continuity of the transverse (longitudinal) electric (magnetic) field at \( z = \pm d \), one finds the determinantal equations for each polarization [92]

\[
\begin{align*}
\tan(k_d d) &= \sqrt{\frac{k_0^2 (n_{1,co}^2 - n_{1,cl}^2)}{k_z^2} - 1} \quad \text{TE}, \quad (4.6) \\
\tan(k_d d) &= \frac{n_{1,co}^2}{n_{1,cl}^2} \sqrt{\frac{k_0^2 (n_{1,co}^2 - n_{1,cl}^2)}{k_z^2} - 1} \quad \text{TM}. \quad (4.7) \\
\end{align*}
\]

Fig. 4.3(a) shows the graphical solutions to Eqs. 4.6-4.7 at 2.76 eV or 450 nm for a 250 nm thick GaN slab (dispersion following Eq. 3.5) in air. Eqs. 4.6-4.7 each have at least one solution. Due to the periodicity of \( \tan(k_d d) \), multiple solutions may occur if \( d \) is large enough. Physically, this translates to an absence of a cutoff for the fundamental TE and TM modes, while higher order modes exhibit a finite cutoff energy. Due the factor of \( (n_{1,co}/n_{1,cl})^2 \) on the right-hand side of Eq. 4.7, TM modes lie above TE modes in the dispersion relation.

By iteratively solving the determinantal equations for various energies, the dispersion relation for the 250 nm thick GaN slab in air is constructed (Fig. 4.3(b)). There are four families of solutions: guided, leaky, radiation, and evanescent modes. If \( k_x \) is purely real, the mode is guided and the modes fall between the light cone in air, \( \omega < c k_x \), and the light cone in the core material \( \omega > c k_x / n_{1,co} \). Both leaky and radiation modes reside above the light cone in air [164]. Physically, leaky modes can be thought of as guided modes below cutoff; they are spatially localized in the waveguide but eventually propagate away because \( k_x \) and \( \alpha_z \) are both complex numbers (Eq. 4.4). The imaginary part of \( k_x \) gives the attenuation rate. Radiation modes form a continuum within the light cone, but, in contrast to leaky modes, are spatially localized far from the waveguide. The last family of solutions, evanescent modes, are highly localized in space (complex \( k_z \)) and are required to construct the near-field radiation distribution of a radiation source. They do not enter into this analysis because they cannot propagate into the far-field. The slab waveguide is one of few geometries for which (semi)analytic solutions exist [164]. For realistic geometries such as those explored in this thesis, Maxwell’s equations must be solved numerically to obtain the eigenfrequencies and their corresponding eigenvectors or electromagnetic field profiles.

By reducing the extent of the waveguide in \( y \) to 200 nm, a rectangular waveguide is built. Figure 4.4 shows the dispersion relation for a rectangular waveguide with realistic dimensions made from the III-nitride epilayers detailed in Chapter 3. The simulation was conducted using Lumerical’s MODE Solutions finite element solver [165]. Only guided modes below the light line (black) are shown. Branches are drawn in different colors depending on the branch’s polarization: primarily transverse electric (TE, \( \mathbf{E} \parallel x \)) modes are blue and primarily transverse magnetic (TM, \( \mathbf{E} \parallel y \)) modes are red. Higher-order mixed polarization modes (black) exist in this geometry due to the presence of the 40 nm thick AlN layer, which breaks the
4.1.3 Photonic crystal nanobeam cavities

A photonic crystal nanobeam (Fig. 4.5(a), inset) confines light in three dimensions. Waveguiding is exploited in two dimensions and diffractive confinement in the third. To build a photonic crystal nanobeam cavity, one could visualize an optical waveguide with periodic holes drilled along the longitudinal (z) axis or wire cross-section from a Bragg microcavity. Fig. 4.5(a) shows the dispersion diagram in the reduced zone representation for a waveguide with the same external dimensions as in Fig. 4.4 simulated by a commercial finite-difference time-domain (FDTD) software package, except that $d_b = 70$ nm diameter holes are drilled at a periodicity of $a_b = 118$ nm to create a “Bragg-like” mirror. When comparing the two figures, the splitting at $k_x = \pi / a$ for the fundamental TE (2.7 to 3.1 eV) and TM branches (2.7
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Figure 4.5: (a) 3D-FDTD simulated mode dispersion for an infinite lattice of unit cells comprised of a $w = 200$ nm wide beam with periodicity $a_b = 118$ nm and hole diameter $d_b = 70$ nm of $h_{\text{GaN}} = 270$ nm of GaN on $h_{\text{AlN}} = 40$ nm of AlN. Corresponding TE-like (blue) and TM-like (red) mode profiles are shown for each branch. Dashed blue lines show mode energies when a cavity is incorporated. Dashed black line is the light cone in air. (b) Transmission of the fundamental TE$_{00}$ mode as a function of the number of photonic crystal periods calculated by the eigenmode expansion method.

The transmission to 2.8 eV becomes readily apparent. The photonic band gap is not complete because there is no energy gap for higher order modes in the energy range from 2.7 to 3.1 eV. Since TM modes’ electric field vector is parallel to the holes’ cylindrical axis, the TM-like fundamental gap remains smaller than the TE-like gap. The transmission of the fundamental TE$_{00}$ mode of the unperforated waveguide (Fig. 4.4), as calculated by the eigenmode expansion method in MODE Solutions, exhibits a power law ($\approx N^{-6}$ for $N < 100$) dependence as a function of the number of photonic crystal periods (Fig. 4.5(b)).

In analogy with the Bragg microcavity, a small number of electromagnetic modes can be localized spatially and spectrally in the defect region by inserting a well-designed “defect” in the middle of a photonic crystal mirror (dashed blue lines in Fig. 4.5(a)). Instead of simply removing a hole, the maximum theoretical $Q$ factors can be achieved by tapering hole sizes and spacings gradually between the mirror and cavity center because the hole taper improves the impedance matching between the mirror and cavity sections [166]. Fig. 4.6 shows the geometry for a published design procedure [167] using a 18-hole quadratic taper from each 18-hole photonic crystal mirror to larger holes in the cavity center. The FDTD method was used to find the eigenmode energies, $Q$, and electric field intensity profiles in the $xy$- and $yz$-planes. Care was taken to ensure convergence in the spatial mesh resolution, simulation length, and distance to perfectly-matched layer absorbing boundary conditions. The simulated geometry was $a_b = a_c = 119$ nm, $d_b = 70$ nm, and $d_c = 84$ nm, where $a_c$ and $d_c$ are the lattice constant and hole diameter in the cavity center, respectively. The TE mode has electric field polarization $E \parallel y$ and the subscripts indicate the number of nodes in the electric field intensity along the $x$ and $z$ directions. Therefore, the fundamental TE mode is labeled by the subscript “00” and the fundamental TM mode by the subscript “01.”
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Figure 4.6: (a) Photonic crystal cavity geometry (dimensions to scale) and simulated TE-like cavity mode electric field intensity profiles in the InGaN/GaN quantum well ($x\ y$) plane (lower left) for the fundamental (blue) and first-order (red) cavity modes. The TE-like fundamental mode electric field intensity exhibits an antinode at the cavity center, with a similar $yz$ profile as the TE$_{00}$ mode in the ridge waveguide (Fig. 4.4). Reproduced from [14] with permission from APS.

The fundamental and first-order $Q$ exceeded $1 \times 10^5$, while the energies were 2.731 eV (454 nm) and 2.678 eV (463 nm), respectively. Contrary to naïve physical intuition, the fundamental mode, without a node along $x$, is at higher energy because of its localization in the cavity center, where the average refractive index is lowest due to the larger hole size. The volumes of the fundamental and first-order modes are $1.4$ and $2.6$ ($\lambda/n)^3$, respectively, following the conventional definition from Painter et al. [168],

$$V_0 = \frac{\int_{\Omega} \epsilon(\mathbf{r})|E(\mathbf{r})|^2 d^3r}{\max[\epsilon(\mathbf{r})|E(\mathbf{r})|^2]}$$  \ (4.9)

4.2 Correspondence between simulations and experiments

Figure 4.7(a) shows a typical $\mu$PL spectrum for a nanobeam photonic crystal cavity under 1.6 kW/cm$^2$ cw pumping at room temperature with the 351 nm line of an Ar-ion laser. The energy splitting is roughly in agreement with the simulated values. $\mu$PL mappings at the two energies reveal that the fundamental mode is more localized about the cavity center (Fig. 4.7(a), insets). The spatial resolution can be further improved by cathodoluminescence mappings, in which the node in the first-order mode is readily apparent (Fig. 4.7(b)). Note that nanobeams with different dimensions ($a_b = a_c$, $d_b$, $d_c$) were investigated in each of Fig. 4.6, Fig. 4.7(a), and Fig. 4.7(b). Although the peak positions shift, the mode profiles, order, and splittings are in agreement with simulation.

Both modes exhibit $Q_{\text{exp}}$ values on the order of several thousand, far below the theoretically predicted values in Section 4.1.3. To account for the discrepancy, an empirical formula is used to scale the theoretical $Q$ factors due to several real-world non-idealities that are not taken
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Figure 4.7: (a) Typical µPL spectrum at room temperature showing the fundamental ($\lambda_{00}, Q_{00}$) and first-order ($\lambda_{10}, Q_{10}$) cavity modes. Insets are µPL mappings. Reproduced from [14] with permission from AIP. (b) Cathodoluminescence line scan along nanobeam performed by Dr. G. Jacopin.

into account by the FDTD simulation,

$$ Q_{\text{exp}}^{-1} = Q_{\text{th}}^{-1} + Q_{\text{abs}}^{-1} + Q_{\text{sr}}^{-1} + Q_{\text{lab}}^{-1}, $$

(4.10)

where $Q_{\text{exp}}$ is the experimental $Q$ value, $Q_{\text{th}}$ is the FDTD-calculated $Q$ value, $Q_{\text{abs}}$ accounts for dissipative losses due to bulk and surface absorption, $Q_{\text{lab}}$ accounts for scattering losses due to hole size and position fluctuations from fabrication disorder, and $Q_{\text{sr}}$ denotes scattering losses due to nanoscale surface roughness and waviness. This formula assumes that the individual loss contributions add incoherently, which should be the case so long as the scattering loss contributions are due to random geometric fluctuations [77].

The linear polarization dependence of the two modes agrees well with the simulated dependence so long as fabrication disorder (Section 4.5.4) is taken into account. In such measurements, a rotatable $\lambda/2$ waveplate and a fixed wire grid polarizer are inserted in the detection line. The normalized peak height as a function of polarization angle is plotted in Fig. 4.8. Both modes are co-linearly experimentally polarized perpendicular to the nanobeam. The dashed lines represent the fits to simulations without hole shape and position disorder, while the solid lines show best fits to a single disorder realization (Section 4.5.4). The most dramatic effect of fabrication disorder is to break the symmetry that results in the quadrupole polarization distribution of the first-order mode ($\lambda_{10}$), mixing it with the fundamental mode ($\lambda_{00}$) to create a dipole distribution in the far-field. As a result of the correspondence between experiments and simulations, we can make use of simulations to understand and improve III-nitride nanobeam photonic crystal cavities for quantum photonics applications.
4.3 Mechanical deformation

In this section, we explore the consequences arising from fabrication of air-suspended nanosstructures from epilayers with tensile strain. In Chapter 2, we learned that growth of III-nitrides on silicon (111) results in tensile strain in the epilayers due to the -17% lattice mismatch between AlN and silicon (111). Removal of the substrate beneath the epilayers results in partial release of the associated biaxial strain, which in turn may lead to a mechanical deformation of the associated nanostructure. The effects of mechanical deformation on the photonic crystal cavity and InGaN/GaN quantum well are explored using confocal Raman spectroscopy and simulation.

Figure 4.9 presents normalized confocal Raman spectra of as-grown epilayers (blue), an air-suspended, biaxially-strained membrane (black), and a uniaxially strained nanobeam without holes (red) measured using 532 nm illumination in the Renishaw inVia system. The creation of a 10 μm air gap beneath the epilayer membrane suppresses the Raman signal from the silicon LO peak at 523 cm\(^{-1}\) and the broad background. As a result, the GaN and AlN peak visibility increases dramatically due to elimination of out-of-focus background signal in the confocal geometry.

Table 4.1 lists the stress and strain extracted from Fig. 4.9 and processed using Eqs. 3.8-3.11. When moving from the biaxially strained epilayer to the biaxially strained membrane, the stress and strain in the GaN layer slightly decrease to within experimental error, likely due to relaxation due to a slight mechanical deformation. This stands in stark contrast to the uniaxially strained nanobeam with 800 nm width, where the stress and strain markedly increase.
4.3. Mechanical deformation

Figure 4.9: Comparison of confocal µRaman spectra between unprocessed epilayers with biaxially (inset, black) and uniaxially strained (inset, red) nanostructures. Measurements were taken in the center of each nanostructure. Scale bar represents 10 µm. Dots are used to show the finite CCD resolution.

<table>
<thead>
<tr>
<th>Structure</th>
<th>Material</th>
<th>Mode</th>
<th>$\Delta \nu$ (cm$^{-1}$)</th>
<th>$\varepsilon_{xx}$ (%)</th>
<th>$\sigma_{xx}$ (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unprocessed</td>
<td>GaN</td>
<td>$E_2^H$</td>
<td>1.5(0.5)</td>
<td>0.040</td>
<td>190</td>
</tr>
<tr>
<td>Unprocessed</td>
<td>GaN</td>
<td>$A_1(LO)$</td>
<td>1.6(0.5)</td>
<td>0.040</td>
<td>190</td>
</tr>
<tr>
<td>Biaxial</td>
<td>GaN</td>
<td>$E_2^H$</td>
<td>1.2(0.5)</td>
<td>0.029</td>
<td>140</td>
</tr>
<tr>
<td>Biaxial</td>
<td>GaN</td>
<td>$A_1(LO)$</td>
<td>1.0(0.5)</td>
<td>0.027</td>
<td>130</td>
</tr>
<tr>
<td>Biaxial</td>
<td>AlN</td>
<td>$E_2^H$</td>
<td>9.9(0.5)</td>
<td>0.23</td>
<td>1100</td>
</tr>
<tr>
<td>Uniaxial</td>
<td>GaN</td>
<td>$E_2^H$</td>
<td>2.2(0.5)</td>
<td>0.32</td>
<td>1000</td>
</tr>
<tr>
<td>Uniaxial</td>
<td>GaN</td>
<td>$A_1(LO)$</td>
<td>3.0(0.5)</td>
<td>0.39</td>
<td>1300</td>
</tr>
<tr>
<td>Uniaxial</td>
<td>AlN</td>
<td>$E_2^H$</td>
<td>12.2(0.5)</td>
<td>1.5</td>
<td>4800</td>
</tr>
</tbody>
</table>

Table 4.1: Strain and stress of III-nitride epilayers and processed nanostructures.
In order to understand the difference between the uniaxially and biaxially strained structures, COMSOL finite element modeling was performed [169] by summer intern, Aurélien Pélissier. A 6 \( \mu \text{m} \) long, 200 nm wide nanobeam was perforated with holes with 70 nm diameter and 119 nm periodicity. The AlN and GaN layer thicknesses were 50 and 250 nm, respectively. Two \( 5 \times 5 \ \mu \text{m}^2 \) silicon support pads with 750 nm of both air gap and material removed around the support pad perimeter were assumed. The elastic stiffness parameters from Table 2.3 were used. All vertical surfaces were assumed to be free, and the strain on the support pads was assumed to follow the epilayer values in Table 3.2.
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Figure 4.10: Finite element simulation of stress distribution and mechanical deformation (magnified 50\( \times \)) of a nanobeam photonic crystal cavity with realistic dimensions. \( \delta \) is the maximum vertical displacement in the nanobeam center. Simulation performed by Aurélien Pélissier.

Fig. 4.10 shows the simulation results. The computed stress, which is superposed on the structure exterior, is in excellent quantitative agreement with the Raman results to within experimental uncertainty. The stress of a few hundred MPa at the anchoring support increases to around 1 GPa at the nanobeam center. Beyond confirming the experimental results, the simulations also predict the mechanical deformation associated with such a stress distribution.

Figure 4.10 displays the mechanical deformation of the simulated structure exaggerated by a factor of 50\( \times \) in order to be made visible. The unfixed edges of the support pad and the nanobeam bend upwards due to the inhomogeneous strain profile in the epilayers. According to COMSOL, the upward bending should amount to \( \delta = 5 \ \text{nm} \) upward deflection in the nanobeam center, a value that is too small to be observed at the requisite magnification in the SEM. This simulated result poses two questions: can the bending be observed experimentally and does such a bending deformation affect the photonic crystal cavity modes?

The upward bending can be observed experimentally on similar nanostructures. A 12 \( \mu \text{m} \) long, 200 nm wide cantilever (Fig. 4.11(a)) exhibits an upward deflection \( \delta = 150 \ \text{nm} \) over the entire length. Fig. 4.11(b) demonstrates a more dramatic upward deflection of a doubly clamped photonic crystal nanobeam cavity. In this sample, the AlN epilayer is partially removed by chemically selective etching of the N-polar surface in 25% TMAH. The absence of the highly strained AlN layer removes a constraining force that would otherwise prevent such bowing.

FDTD electromagnetic simulations were performed on deformed nanobeam photonic crystal
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Figure 4.11: SEM images of upward bowing in fabricated nanostructures. (a) $\delta = 150$ nm in a cantilever. (b) $\delta = 450$ nm in a nanobeam where part of the AlN layer is removed by selective chemical etching. Scale bars represent 4 $\mu$m.

cavities. A cantilever geometry was simulated due to the larger possible mechanical deformation. Fig. 4.12 shows the computed change in fundamental mode resonance wavelength for a
design similar to the one explored in Section 4.2. For vertical bending as in Fig. 4.11(a), no change in resonance wavelength to within the simulation error bars is found. The nanobeam geometry is known to be stable against such deformations because the mirror symmetry about the nanobeam’s longitudinal axis remains unbroken, preserving the separation of TE- and TM-like modes. However, when the mirror symmetry along the longitudinal axis ($y$) is broken, as in Fig. 4.12(b), just 10 nm of deflection is sufficient to shift the mode by 0.5 nm. This shift corresponds to five linewidths of a $Q = 5000$ cavity at $\lambda_{00} = 460$ nm. Such a scheme could
be feasible by fabricating a piezoelectric actuator at the tip of a nanobeam photonic crystal cavity utilizing a cantilever instead of the doubly clamped structure pursued in this thesis, as in [170].

To summarize, optical nanocavities fabricated from thin III-nitride epilayers on silicon may deform due to the large amount of tensile strain in the as-grown epilayers. Confocal μRaman spectroscopy is a useful tool to characterize the stress in fabricated nanostructures and the results agree well with finite element calculations using input parameters from the literature. Depending on the cavity geometry and deformation of the nanostructure, mechanical deformations may modify optical resonances. The small vertical bowing in the doubly clamped photonic crystal cavities explored in this thesis is not expected to influence optical resonances. In the future, however, in-plane bending by piezoelectric actuators fabricated at the tip of a nanobeam photonic crystal cantilever may be utilized for in situ electric tuning of photonic crystal cavity resonances.

### 4.4 Light extraction

The light inside the photonic crystal nanocavity must be coupled efficiently into the measurement apparatus. By definition, a high $Q$ cavity ideally leaks little light to the external environment. Because $g^{(2)}(\tau)$ measurements depend on the number of coincidence counts, the total integration time for a given number of counts scales inversely with the count rate squared. Therefore, the engineering of light outcoupling into the microscope objective’s light cone would minimize experimental integration times. This section explores an outcoupling scheme based on sub-harmonic nanobeam width modulation.

**Design principle**

The sub-harmonic sidewall modulation works using a band folding concept. Band folding has already been demonstrated in photonic crystals using hole size modulation [171, 172] but the physics is the same for width modulation. If the photonic crystal has period $a$, sub-harmonic width modulation introduces a sinusoidal undulation of the nanobeam width with period $2a$. In real-space (Fig. 4.13(a)), such a modulation produces no perceptible changes in the near-field electric field intensity profile of the cavity mode at a plane located 15 nm above the nanobeam top surface. The 2D Fourier transforms of these spatial profiles (Fig. 4.13(b), left) reveal that the cavity mode is highly localized at $k_x = \pm \pi / a$ for the nanobeam without the sidewall modulation. The 12 nm peak-to-peak sidewall modulation shifts a small amount of cavity emission by the subharmonic modulation wavevector, $k_x = \pi / 2a$, back to the Brillouin zone center at $k_x = 0$. When propagated to the far-field using a standard transform [174] (Fig. 4.13 (b), right), the subharmonic sidewall modulation greatly increases the far-field emission inside the light cone of a NA = 0.5 objective.

In Figure 4.13(c), far-field emission profiles (i.e. Fig. 4.13(b), right) are integrated over the
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Figure 4.13: (a) Real space electric field intensity profiles in the $xy$ plane 15 nm above the top of the nanobeam with and without sidewall modulation. (b) Corresponding near-field and far-field radiation patterns. (c) Figure-of-merit $Q \lambda^3 / V$ and integrated far-field intensity for a $NA = 0.5$ objective of the fundamental mode with increasing sidewall grating amplitude. Solid lines are for vertical sidewalls and dashed lines are for $2^\circ$ sloped sidewalls. Reproduced with modification from [173] and permission from AIP.

NA = 0.5 light cone as a function of peak-to-peak sidewall grating amplitude and compared with the change in $Q$ value. The collected emission is predicted to increase by a factor of $1500 \times$, while the theoretical $Q$ factor only decreases by a factor of $270 \times$; this suggests that the sub-harmonic sidewall modulation reshapes the far-field emission pattern more than increasing the total amount of light scattering from the cavity.

In principle, the same sub-harmonic grating outcoupler should work for the first-order mode, whose Fourier transform is also peaked at $k_x = \pm \pi / 2a$. However, as the first-order mode represents an “antibonding” state as opposed to the fundamental mode’s “bonding” character, we would expect the relative phase of the two lobes at $k_x = \pm \pi / 2a$ to be offset by $180^\circ$ for the first-order mode. Therefore, to get constructive interference of the first-order mode in the far-field at $k = 0$, it may be necessary to translate the grating coupler relative to the photonic crystal to produce the necessary phase matching. This is left for future work.

Overall, the outcoupler is expected to increase the fraction of far-field emission captured by the microscope. However, since we know that experimental $Q$ factors ($\approx 5 \times 10^3$) remain far below the theoretical $Q$ factors depicted in Fig. 4.13(c), we should expect the increase in experimental far-field emission to be much lower. Furthermore, experimental non-idealities such as $2^\circ$ sloped hole sidewalls (dashed lines) impact the theoretical results, so such simulation results should only be interpreted as a qualitative confirmation of the design principle rather than a quantitative prediction. Of course, the simulation predictions must be confirmed by experiment.
Experimental realization

Nanobeam photonic crystal cavities were fabricated using the techniques described in Ch. 3. Groups of 12 nominally identical nanobeams with sidewall-peak-to-peak grating amplitudes ranging from 0 to 14 nm were fabricated side-by-side in order to control for random fabrication imperfections. The same base design of a 200 nm wide beam with an 18-hole mirror with a 119 nm lattice constant and 70 nm hole diameter adjoining an 18-hole quadratic taper to a hole diameter of 84 nm was used for each group. Fig. 4.14(a) shows a SEM image of a fabricated nanobeam with sub-harmonic sidewall modulation.

![SEM image of nanobeam photonic crystal cavity incorporating sub-harmonic sidewall modulation outcoupler.](image)

Figure 4.14: (a) SEM image of nanobeam photonic crystal cavity incorporating sub-harmonic sidewall modulation outcoupler. (b) Representative $\mu$PL peak of the fundamental nanobeam photonic crystal cavity mode shifted to the corresponding peak-to-peak grating outcoupler amplitude under 1.6 kW/cm$^2$ cw 351 nm excitation at room temperature. Reproduced from [173] with permission from AIP.

Figure 4.14(b) shows representative fundamental mode $\mu$PL spectra, where each peak has been re-zeroed and shifted by the peak-to-peak grating amplitude. The sub-harmonic width modulation increases the amount of light collected up to a peak-to-peak grating amplitude of 12 nm. The insets show images captured by the microscope camera for the case without sidewall modulation (top) and with sidewall modulation (bottom). The red pump laser spot is accompanied by blue $\mu$PL for the case with the sidewall modulation, while only the pump laser is visible for the nanobeam cavity without sidewall modulation. Such images confirm the increase in $\mu$PL intensity due to the sidewall modulation. Within each group, random fabrication imperfections produce some variance in the $\mu$PL intensity. Therefore, statistics were collected over 12 nominally identical nanoobeams for each value of peak-to-peak sidewall modulation.
The influence of fabrication fluctuations on both $Q$ and $\mu$PL intensity is shown in Figure 4.15. The $Q$ values were extracted from Lorentzian lineshape fits with linear background subtraction. Each data point is the mean over 12 nominally identical nanobeam cavities and the error bars represent one standard deviation. The sidewall modulation increases the $\mu$PL intensity by nearly an order of magnitude while producing a slight decrease in $Q$ which is negligible within experimental error due to fabrication fluctuations. A quick quantitative analysis of these numbers will allow us to close the loop and compare simulation with experiment.

The simulation predicts a decrease in theoretical $Q$ from $Q_{th}(0) = 1 \times 10^6$ to $Q_{th}(14 \text{ nm}) = 8 \times 10^4$ upon introducing the sidewall modulation with 14 nm amplitude. Assuming loss rates add incoherently, the theoretical loss $Q_{th,oc}$ introduced by the output coupler is $Q^{-1}_{th,oc} = Q_{th}(14 \text{ nm})^{-1} - Q_{th}(0)^{-1} = (8.7 \times 10^4)^{-1}$. If we then subtract this value from the experimental $Q_{exp}(0) = 4800$, then we would expect $Q_{exp}(14 \text{ nm})^{-1} = Q_{exp}(0)^{-1} - Q_{th,oc}^{-1} = 4300^{-1}$, which is consistent with the experimental results within error due to fabrication fluctuations.

A second calculation provides an upper bound on the fraction of scattering losses into the light cone compared to total losses. From the theoretical simulations, the sidewall modulation is known to increase far-field emission in the microscope’s light cone by both reshaping the far-field emission and decreasing $Q$, with the far-field reshaping effect being dominant. In order to find an upper bound on the fraction of scattering losses into the microscope cone, let us assume that the effect of the sidewall modulation is solely to decrease $Q$. Losses are partitioned into two contributions, an unknown intrinsic broadening mechanism ($Q_i$) and losses outcoupled into the microscope light cone ($Q_{oc}$). Therefore,

$$Q_{exp}^{-1}(0) = Q_i^{-1} + Q_{oc}^{-1}(0),$$
$$Q_{exp}^{-1}(12 \text{ nm}) = Q_i^{-1} + Q_{oc}^{-1}(0) + Q_{oc}^{-1}(12 \text{ nm}).$$
Eqs. 4.11-4.12 represent two equations in three unknowns, \( Q, Q_{oc}(0), Q_{oc}(12 \text{ nm}) \). If we further assume that the experimental \( \mu \text{PL} \) intensity is proportional to the scattering loss rates \( (Q_{oc}^{-1}) \), then the system of equations can be solved. Plugging in the \( Q \) and the experimental \( \mu \text{PL} \) intensity ratio \( (Q_{oc}^{-1}(0) + Q_{oc}^{-1}(12 \text{ nm}))/Q_{oc}(0)^{-1} = 9 \), a quantitative upper bound on scattering losses into the microscope light cone as a fraction of the overall loss rate can be established for the case without any grating outcoupler,

\[
\frac{Q_i}{Q_{oc}(0)} < 0.6\%. \tag{4.13}
\]

Therefore, the collection efficiency remains far below that predicted by FDTD simulations (Fig. 4.13(c), inset) and the primary experimental loss mechanism must be either scattering outside the microscope objective’s light cone or dissipative absorption. This will be investigated in greater detail in the next section.

### 4.5 Experimental \( Q \) quantification

As shown in Fig. 2.2, the discrepancy between simulated and experimental \( Q \) values is not unique to III-nitride materials designed at short wavelengths. The purpose of this section is to find the origin of this discrepancy. Since \( Q_{th} \gg Q_{exp} \), Eq. 4.10 is rewritten to expand the term for absorption to separate bulk GaN \( (Q_{bk}) \), quantum well \( (Q_{qw}) \), and surface state \( (Q_{sa}) \) absorption contributions,

\[
Q_{exp}^{-1} = Q_{bk}^{-1} + Q_{qw}^{-1} + Q_{sa}^{-1} + Q_{sr}^{-1} + Q_{fab}^{-1}. \tag{4.14}
\]

In this section, we quantify the relative weight of the individual loss mechanisms which decrease \( Q \) from the theoretically simulated value of \( \sim 10^6 \) to experimental values of several thousand.

#### 4.5.1 Bulk absorption

Bulk absorption can be measured on the GaN layers before cleanroom processing using various techniques. Spectroscopic ellipsometry has a noise floor around \( \alpha = 100 \text{ cm}^{-1} \), where \( \alpha \) is the absorption coefficient and is related to the complex index of refraction \( \tilde{n} = n + i k \) by \( \alpha = 4\pi k/\lambda \) [139]. Ellipsometry measurements and detailed fitting using a generalized oscillator model were performed at the Universität Otto von Guericke in Magdeburg, Germany by Martin Feneberg and Rüdiger Goldhahn and no absorption below the bulk GaN bandgap was found at this measurement floor. Other techniques with lower noise floors are required to rule out sub-band gap bulk absorption.

Variable stripe length measurements were conducted by Dr. Kanako Shojiki using the 355 nm third harmonic of a 8.1 kHz repetition rate \( Q \)-switched Nd:YAG laser as an excitation source.
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The beam was shaped by an expander and cylindrical lens. The spectra $I_L(\lambda)$ and $I_{2L}(\lambda)$ (Fig. 4.16(a)) from epilayers with the single quantum well on silicon at 5 mJ/cm$^2$ fluence (red) were compared to a laser diode epilayer reference sample consisting of multiple InGaN/GaN quantum wells grown on a free-standing GaN substrate at 0.7 mJ/cm$^2$ fluence (blue). A clear change in the shape of the reference sample spectra is observed, whereas the single quantum well on silicon exhibits a broadband increase in intensity.

Evaluation of Eq. 3.15 leads to the result in Fig. 4.16(b). As expected, lower baseline loss and a narrowband net gain are found for the laser diode epilayer reference sample. A flat baseline is observed for the single quantum well on silicon because the maximum available fluence of 5 mJ/cm$^2$ is not high enough to push the sample into the amplified spontaneous emission regime at room temperature ($f_\text{g} g(\lambda) \approx 0$). This is due to losses in the higher refractive index, absorptive silicon substrate, the high defect density of III-nitride epilayers on silicon, and low quantum efficiency at room temperature. Therefore, the flat baseline value of $\alpha(\lambda) = 50$ cm$^{-1}$ provides an upper bound for absorption losses by the III-nitride epilayer bulk material, as it includes absorption by the silicon substrate, whose band gap is at 1.1 eV.

The upper bound of 50 cm$^{-1}$ can be translated into a lower bound on nanobeam photonic crystal $Q$ factors using electromagnetic perturbation theory [175],

$$\Delta \nu = -\frac{\nu_0}{2} \frac{\int V_{\text{GaN}} \varepsilon^{(1)}(\mathbf{r}) |\mathbf{E}(\mathbf{r})|^2 d^3\mathbf{r}}{\int V_{\text{GaN}} \varepsilon^{(0)}(\mathbf{r}) |\mathbf{E}(\mathbf{r})|^2 d^3\mathbf{r}}, \quad (4.15)$$

where $\varepsilon^{(0)}(\mathbf{r})$ is the relative permittivity function describing the geometry in the absence of the perturbation, $|\mathbf{E}(\mathbf{r})|^2$ is the electric field intensity. The integral in the numerator goes over the material experiencing the permittivity change ($\varepsilon^{(1)}(\mathbf{r})$) and the integral in the denominator goes over the entire computational domain. Taking a complex change in absorption in GaN...
only corresponding to $\alpha = 50 \text{ cm}^{-1}$, the imaginary change in permittivity would be $\varepsilon_{i}^{(1)} = n_1 \lambda_0 \alpha / 2\pi = 9 \times 10^{-4}$. Evaluation of Eq. 4.15 leads to a $Q_{bk} = \omega_0 / \Delta \omega > 1.6 \times 10^4$. Moreover, finite element modeling of the geometry indicates that the silicon substrate losses can entirely account for the measured losses of $50 \text{ cm}^{-1}$. Therefore, we conclude that bulk absorption cannot be limiting experimental quality factors in the blue spectral range and neglect it for the remainder of the thesis. Nevertheless, it is worth mentioning that dry etch damage sustained during cleanroom processing may modify the material’s optical properties from the unprocessed epilayers measured here.

The pulsed pump laser is a shortcoming of the variable stripe length measurement technique because high fluences could saturate quantum well absorption losses. Hence, other techniques should complement and confirm the variable stripe length technique’s findings. Power-dependent $\mu$PL of nanocavities under cw optical pumping should in principle differentiate between scattering and dissipative loss mechanisms [176], as the former are non-saturable and the latter saturable with increasing pump power. Ideally, the $Q$ value would be taken at the lasing threshold, as this is the point at which the net gain is zero. Further increases of pump power should result in linewidth narrowing following the modified Schawlow-Townes formula [18].

### 4.5.2 Quantum well absorption

Under low illumination intensities and/or at room temperature, the quantum well, which serves as an internal light source, absorbs light, broadening the photonic crystal cavity mode. The goal of this section is to optically pump the system hard enough to saturate quantum well absorption losses, e.g. push the quantum well beyond the transparency threshold (i.e. Bernard-Duraffourg condition). The transparency threshold is manifested as a narrowing of the photonic crystal cavity lineshape. Meeting the Bernard-Duraffourg condition is a necessary yet insufficient condition for lasing; additional pumping is required to raise the quantum well carrier density beyond the transparency threshold such that the quantum well modal gain equals the additional losses of the cavity due to scattering, outcoupling (commonly known as mirror loss), and surface state absorption. Above the lasing threshold, the quantum well carrier density clamps at the threshold value [18, 31].

Photonic crystal nanobeam cavities do not exhibit a sharp, well-defined lasing threshold due to the high fraction of spontaneous emission which is coupled into the cavity mode [31, 33]. Conventional semiconductor diode lasers exhibit a sharp “kink” in the input-output intensity curve concomitant with an abrupt decrease in linewidth, photon bunching statistics, and subsequent linewidth narrowing following a modified Schawlow-Townes law at threshold [18, 177]. In nanolasers, the extended threshold regime results in a slow build-up of coherence over more than an order of magnitude of pump intensities [178]; an ideal $\beta = 1$ nanolaser has a linear, kink-free input-output curve [31]. The linewidth narrows at the transparency density to satisfy the Bernard-Duraffourg condition for lasing but then plateaus before following the
4.5. Experimental Q quantification

modified Schawlow-Townes relation \cite{178}. The photon statistics simultaneously transition slowly from chaotic ($g^{(2)}(0) = 2$) to coherent ($g^{(2)}(0) = 1$) behavior \cite{27, 33, 177, 178}.

The experimental observation of linewidth narrowing in III-nitride photonic crystal nanobeams remains a complex issue for several practical reasons. First, heat produced by hot carrier thermalization and nonradiative recombination must be conducted to the substrate via a narrow, perforated semiconductor strip which does not exhibit high thermal conductivity. Heating will lead to a decrease of the semiconductor band gap and increase of the effective refractive index, redshifting the cavity mode \cite{13}. Additionally, at room temperature, photoinduced oxygen desorption (see Chapter 5) broadens the mode faster than the linewidth may be narrowed above threshold. Combined with the low internal quantum efficiency of thin epilayers on silicon and a strong thermally activated nonradiative recombination mechanism ($E_a \sim 85$ meV, see Appendix A), we have never conclusively observed linewidth narrowing at room temperature in these structures. Nevertheless, power-dependent $g^{(2)}(0)$ measurements indicate that nanobeam photonic crystal cavities fabricated from the epilayers utilized in this thesis do indeed exhibit lasing behavior at room temperature under intense nonresonant optical pumping ($\sim 10 \text{ kW/cm}^2$ at $\lambda = 325 \text{ nm}$) \cite{27}.

Cooling the sample to cryogenic temperatures improves the quantum efficiency of the sample by between two and four orders of magnitude (Appendix A). Due to the improved quantum efficiency of the material at low temperatures, the transparency threshold shifts to lower intensities. The quantum efficiency at 4 K is high enough such that resonant pumping of the InGaN/GaN quantum well with a 405 nm pump laser can reach the transparency threshold, avoiding possible parasitic effects due to heating of the nanostructure.

Resonant pumping requires a few additions to the $\mu$PL apparatus (Section 3.2.6). In order to measure with high spectral precision close to the laser line, the 405 nm pump laser’s residual electroluminescence is filtered by a notch filter (Semrock, Inc.), polarized by a Rochon prism and rotated using a half-wave plate to become cross-polarized with the photonic crystal modes’ emission (Fig. 4.8). By detecting the nanobeam $\mu$PL through a 409 nm long pass filter (Semrock, Inc.) and wire grid polarizer, the laser is sufficiently attenuated so as not to distort the nanostructure’s optical spectrum, even at high pump intensities. Power-dependent photonic crystal spectra are recorded with the 1800 lp/mm grating in second order to achieve $\sim 100 \mu$eV spectral resolution. Reference spectra on an unprocessed portion of the sample are measured using the 150 lp/mm grating to obtain a sufficiently large spectral window.

Figure 4.17(a) shows the $\mu$PL spectrum of unprocessed epilayers containing a thinner, 2 nm thick In$_{0.15}$Ga$_{0.85}$N/GaN quantum well compared to that used in variable stripe length measurements. Photonic crystal cavities are redesigned and fabricated to target operation at the peak PL energy rather than in the low energy tail of the quantum well emission (blue and red dashed lines). The cavity design differs from the rest of this chapter; 24-period mirrors with period $a_b = 119$ nm and hole diameter $d_b = 70$ nm surrounded a 9-hole linear taper to a smaller hole diameter $d_c = 60$ nm and lattice constant $a_c = 102$ nm \cite{179}. These changes
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Figure 4.17: Power-dependent $\mu$PL with resonant optical pumping ($\lambda = 405$ nm) of a 2 nm $\text{In}_{0.15}\text{Ga}_{0.85}\text{N}/\text{GaN}$ quantum well of unprocessed epilayers (black) and fundamental (blue, $\lambda_{00} = 426$ nm)/first-order (red, $\lambda_{10} = 437$ nm) photonic crystal cavity modes at 4.3 K. (a) Low resolution $\mu$PL spectrum of an unprocessed portion of the sample. The dashed colored lines indicate the positions of the photonic crystal cavity resonances. The dashed black line shows the long pass filter cut-on. (b) Power dependence of the integrated $\mu$PL intensity of the unprocessed portion (black) and photonic crystal cavity modes (blue/red circles with solid lines). The blue/red squares with dotted lines indicate the $\mu$PL background intensity beneath the PhC mode. (c) Photonic crystal cavity mode linewidth narrowing.

accentuate quantum well absorption, allowing a measurement of an upper bound on quantum well absorption losses.

Since the quantum well time response can be described by a simple exponential time dependence (Appendix A), the steady-state photogenerated exciton density ($n_{ph}$) can be estimated from the related first-order differential equation by

$$n_{ph} = \frac{R_{ph}}{\gamma_{exp}(T)}, \quad (4.16)$$

where $R_{ph}$ is the optical pump rate and $\gamma_{exp}$ is the experimental decay rate at 4 K. $R_{ph}$ is related to the pump photon intensity ($I$) by

$$R_{ph} = \frac{I \cdot T_{\text{GaN}} \cdot \left(1 - e^{-\alpha d_{qw}}\right)}{\hbar \omega}. \quad (4.17)$$

where $T_{\text{GaN}} = 0.82$ is the Fresnel transmission of the GaN layers at 405 nm and $\alpha$ is the quantum well absorption coefficient at 405 nm. $d_{qw}$ is the quantum well thickness (2 nm). Taking $\alpha = 1 \times 10^5$ cm$^{-1}$ for bulk GaN absorption above the band edge$^1$ [180], about 1.8% of the transmitted 405 nm pump is absorbed by the quantum well. Employing an estimated $\gamma_{exp} \sim 5$ ns from Appendix A and $I = 10$ kW/cm$^2$, $n_{ph} \sim 6 \times 10^{12}$ cm$^{-2}$. This compares favorably

$^1$We assume that 405 nm is sufficient to pump the InGaN alloy in the bulk continuum of states and that the alloy’s absorption above its bulk band gap is similar to GaN.
with the transparency threshold for InGaN/GaN quantum well, \( n_{tr} \approx 3 \times 10^{12} \text{ cm}^{-2} \). Therefore, we conclude that the observation of linewidth narrowing at 4 K is consistent with quantum well densities exceeding the transparency threshold.

Figure 4.17(c) demonstrates clear linewidth narrowing for both cavity modes. The fundamental mode narrows by 300 \( \mu \text{eV} \), whereas the first-order mode narrows by 100 \( \mu \text{eV} \). Since the fundamental mode resides on the high energy side of the quantum well emission, it experiences more absorption due to the Stokes shift imparted by the quantum confined Stark effect (Section 2.4.4). 100 \( \mu \text{eV} \) linewidth narrowing constitutes an upper bound on quantum well absorption loss; this corresponds to a \( Q_{qw} > 2.9 \times 10^4 \) at 437 nm, whereas 300 \( \mu \text{eV} \) of narrowing corresponds to a \( Q_{qw} > 9.5 \times 10^3 \) at 426 nm. Therefore, we conclude that quantum well absorption does not limit nanobeam photonic crystal cavity \( Q \) when the photonic crystal cavity mode is on the low energy tail of the quantum well photoluminescence spectrum.

Comparing the power-dependent intensity (Fig. 4.17 (b)) with the linewidth narrowing (Fig. 4.17(c)) enriches the discussion of nanolaser physics. At around 10 kW/cm\(^2\), a change in the photonic crystal power dependence from approximately linear to sublinear behavior occurs concomitant with a plateau in the linewidth. This input-output curve kink is in the opposite direction of a conventional laser; this could be attributed to the complex nature of the InGaN/GaN quantum well gain medium at cryogenic temperatures [27, 181]. As discussed in Appendix A, under low pumping intensities at temperatures below 120 \( \sim 160 \text{ K} \), the majority of excitons in the quantum well are localized. At high power approaching the transparency threshold, the Mott transition to an electron-hole plasma in the quantum well is expected [85].

The kink occurs simultaneously with a saturation of the background \( \mu \text{PL} \) intensity of the first-order mode (Fig. 4.17(b), red dotted line), which is consistent with clamping of the carrier density in the gain medium at this energy, e.g. lasing in the first-order mode. The fundamental mode, on the other hand, does not exhibit gain medium clamping, which is coherent with the lower relative \( Q \). However, we note that power-dependent \( g^{(2)} \) measurements remain the ultimate arbiter of lasing behavior [27, 33]. In addition to such measurements, further setup modifications should allow for higher resonant excitation intensity to see if the linewidth again narrows after the plateau following the modified Schawlow-Townes law for semiconductor lasers [18]. As the focus of this chapter is on nanobeam cavity \( Q \), we leave such measurements to future work.

4.5.3 Surface scattering

In this subsection, the effects of scattering due to surface height fluctuations are examined by experiments and simulations. First, the experimental top and bottom surface roughness are extracted from AFM scans. Then, the experimental surface roughness profiles serve as input for \( Q_{sr} \) simulations.
Horizontal surfaces

500 × 500 nm$^2$ AFM scans of the top GaN and bottom AlN surfaces are shown in Fig. 4.18(a) and (b), respectively. The top surface RMS surface roughness was 1.4 nm. The bottom surface was accessed following an extended underetch of the Si substrate in XeF$_2$ vapor to expose a ∼35 μm wide edge at the corner of a 200 × 200 μm$^2$ lithographically patterned square, as shown in Fig. 3.6(a). Then, the sample chip was flipped upside down onto a piece of double sided adhesive tape stuck to a silicon carrier wafer. After the chip was removed, the free-standing GaN edge remained stuck to the carrier wafer for AFM scanning. For 500 × 500 nm$^2$ scans, the back surface RMS roughness was 0.6 nm and the apparent pin pricks are actually dips corresponding to dislocations, whose density is $3.4 \times 10^{10}$ cm$^{-2}$, a typical value for AlN on silicon [98]. While such small scans characterize high spatial frequency surface roughness, it is also important to understand lower frequency spatial components from large area scans, which is henceforth called surface waviness.

Over a 25 × 25 μm$^2$ area (Fig. 4.19(a)), waviness at lower spatial frequencies becomes apparent. The RMS waviness is 4.9 nm. 30 nm peak-to-valley height variations over 5-10 μm length scales become readily visible under sufficient magnification in a standard optical microscope as different colors arising from thin film interference (Fig. 4.19(b)). With the surface roughness and waviness characterized by multi-scale AFM mappings, modeling, and simulations may begin.

First, the surface roughness and waviness must be parameterized. An AFM mapping can be thought of as a 2D matrix of height values, $H(x_i, y_j)$. The 2D autocorrelation function ($\gamma(x, y)$)

Figure 4.18: 500 × 500 nm$^2$ AFM scans of the (a) top and (b) bottom surfaces. Vertical scale is 6 nm. Inset shows an optical microscope image prior to exfoliation to access the nitrogen-polar AlN surface. Reproduced from [14] with permission from APS.
for the mapping is

$$\gamma(x, y) = \lim_{N_x \to \infty} \lim_{N_y \to \infty} \frac{1}{N_x N_y} \sum_{i=0}^{N_x} \sum_{j=0}^{N_y} H(x_i, y_j) H(x_i + x, y_j + y).$$  \tag{4.18}$$

By the Wiener-Khinchin theorem, $\gamma(x, y)$ is the inverse Fourier transform of the power spectral density function, $S(k_x, k_y)$ \cite{153}. Figs. 4.20(a-b) show the power spectral density functions taken along cuts at $\theta = \arctan(k_y/k_x) = 30, 45, \text{ and } 60^\circ$ for the $500 \times 500 \text{ nm}^2$ and $30 \times 30 \mu m^2$ scans of the top surfaces, respectively. The solid lines show fits to parameterizations for surface roughness (Fig. 4.20(a)),

$$S_r(k_x, k_y) \propto A e^{-2|k|^2/L_{r1}^2} + B e^{-2|k|^2/L_{r2}^2},$$  \tag{4.19}$$

where $A/B = 73$, $L_{r1} = 32 \text{ nm}$ and $L_{r2} = 26 \text{ nm}$ are the correlation lengths for surface roughness. For surface waviness (Fig. 4.20(b)),

$$S_w(k_x, k_y) \propto |k|^p,$$  \tag{4.20}$$

where $p = -2.1$ is the exponent for surface waviness. The functions were selected to fit the experimental relationships.

Computationally generated rough and wavy surfaces can now be algorithmically generated using the following recipe \cite{182},

1. Initialize a random $k$-space matrix using a uniform distribution.
2. Apodize the random matrix (Eq. 4.19 or Eq. 4.20).

3. Take the square root of the resulting matrix.

4. Apply the 2D inverse Fourier transform to generate a real-space matrix of height fluctuations.

5. Adjust the fluctuation amplitude such that the RMS roughness matches the experimental value.

Now, the parameterized rough surface may serve as an input parameter for electromagnetic computations.

Electromagnetic perturbation theory is well-suited for scattering shifts and losses due to nanoscale roughness and waviness. Let us assume that a photonic crystal described by real-valued relative permittivity $\varepsilon_r(\mathbf{r}) = \varepsilon_r^{(0)}(\mathbf{r}) + \varepsilon_r^{(1)}(\mathbf{r})$, where $\varepsilon_r^{(1)}(\mathbf{r})$ describes a small perturbation due to surface roughness or waviness. The simple formalism presented in Eq. 4.15 must be revised for the case of shifted high refractive index contrast boundaries, such as photonic crystals, due to the continuity of the perpendicular component of the electric displacement field at material interfaces,

$$\Delta \nu = -\frac{v_0}{2} \frac{\int_V \{\varepsilon_r^{(1)}(\mathbf{r})|E_j(\mathbf{r})|^2 - [\varepsilon_r^{(1)}(\mathbf{r})]^{-1}|D_\perp(\mathbf{r})|^2\} d^3\mathbf{r}}{\int_\Omega \varepsilon_r^{(0)}(\mathbf{r})|E(\mathbf{r})|^2 d^3\mathbf{r}},$$ (4.21)

where $D_\perp = \varepsilon_r^{(0)} E_\perp$ is the component of the displacement field perpendicular to the interface and $[\varepsilon_r^{(1)}(\mathbf{r})]^{-1} = 1/\varepsilon_r^{(1)}(\mathbf{r}) - 1/\varepsilon_r^{(0)}(\mathbf{r})$ [175].
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Fig. 4.21: Cavity resonance shifts due to a 4.9 nm RMS surface waviness on the nanobeam’s top surface in Section 4.1.3. 131 realizations of surface waviness (Eq. 4.20) were simulated to construct the histograms of the fundamental (blue) and first-order (red) modes. The fundamental mode shift has been magnified by five for clarity.

The two distributions are skewed with long tails to the red. The first-order mode is shifted more than the fundamental mode due to its larger spatial extent, demonstrating how surface roughness may increase the mode splitting. Both shifts, however, will be shown to be minor compared to the fabrication disorder fluctuations (Section 4.5.4). At first glance, the greater relative impact of a small hole shift compared to a 30 nm peak-to-peak height fluctuation may seem counterintuitive. However, this result can be explained by defining surface-to-volume integrals of the 3D-FDTD simulated electric field intensities,

$$
\Delta x \frac{\int_S \epsilon_r^{(0)}(\mathbf{r}) |\mathbf{E}(\mathbf{r}) \cdot \hat{n}|^2 dS}{\int_V \epsilon_r^{(0)}(\mathbf{r}) |\mathbf{E}(\mathbf{r})|^2 \, d^3r},
$$

where \( \Delta x \) is the simulation pixel size. Table 4.2 reflects the values computed for the geometry presented in Section 4.1. The simulated overlap with the top and bottom surfaces \((f_H)\) is a factor of 760\(\times\) smaller than that of the vertical sidewalls \((f_V)\), justifying the small sensitivity to surface height fluctuations. Since Eq. 4.21 computes only the wavelength shift, another perturbative formalism, the volume current method, is required to compute scattering losses.

Appendix B presents the derivation of the volume current method, discusses the physical insight associated with the scattering equations, and documents the validation of a scattering code for nanobeam photonic crystals written in the context of this thesis. The same 131 wavy $2$

The surface roughness fluctuations (Eq. 4.19) are an order of magnitude smaller and are ignored here.
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<table>
<thead>
<tr>
<th>Mode</th>
<th>$\bar{Q}_{sr}$</th>
<th>$\tilde{Q}_{sr}$</th>
<th>$f_V$</th>
<th>$f_H$</th>
<th>$V_0 (\lambda/n_{GaN})^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TE$_{00}$</td>
<td>$2.8 \times 10^5$</td>
<td>$2.2 \times 10^5$</td>
<td>$9.9 \times 10^{-2}$</td>
<td>$1.3 \times 10^{-4}$</td>
<td>1.4</td>
</tr>
<tr>
<td>TE$_{10}$</td>
<td>$4.1 \times 10^4$</td>
<td>$3.1 \times 10^4$</td>
<td>$8.9 \times 10^{-2}$</td>
<td>$1.5 \times 10^{-4}$</td>
<td>2.6</td>
</tr>
</tbody>
</table>

Table 4.2: Computed mean ($\bar{Q}_{sr}$) and median ($\tilde{Q}_{sr}$) scattering loss contributions due to 131 realizations of surface waviness for the fundamental (TE$_{00}$) and first-order (TE$_{10}$) nanobeam photonic crystal cavity modes. Surface overlap integrals for the two pixels ($\sim 12$ nm) surrounding the horizontal ($f_H$) and vertical ($f_V$) sidewalls (Eq. 4.22) are shown alongside the computed modal volume (Eq. 4.9). The same base geometry was used as in Section 4.1.3.

surfaces (Eq. 4.20) employed for the resonance shift calculations were used as input for the volume current method. The $Q_{sr}$ due to surface roughness (Eq. 4.19) were comparable to $Q_{th}$ because of the smaller RMS roughness and are therefore considered to be negligible for the remainder of the thesis. Fig. 4.22 exhibits the calculated $Q_{sr}$ distributions for the fundamental and first-order modes, both of which are skewed with a high $Q_{sr}$ tail (Table 4.2). $Q_{sr}$ is lower for the first-order mode due to its larger spatial extent and lower $Q_{th}$. However, the computed $Q_{sr}$ of both modes are much greater than the experimentally observed $Q$. This finding is bolstered by experimental results of photonic crystal and microdisk cavities fabricated from thin ($\lambda/2n$) AlN epilayers on silicon (111) by MBE. Despite the atomically flat surfaces of such epilayers, the experimental $Q$ do not exceed several thousand [11, 15]. Our group has observed similar results in microdisk cavities fabricated from epilayers grown by LASPE Ph.D. student Sebastian Tamariz-Kaufmann using MBE. Therefore, we conclude that scattering due to surface roughness and waviness do not constitute the primary limitation of experimental

Figure 4.22: Scattering losses due to a 4.9 nm RMS surface waviness computed by the volume current method for the nanobeam geometry from Section 4.1.3. 131 realizations of surface waviness (Eq. 4.20) were simulated to construct the histograms of the fundamental (blue) and first-order (red) modes.
Vertical sidewalls

Sidewall roughness is expected to create additional scattering losses for the TE-like nanobeam photonic crystal cavity modes under study. In contrast to the top surface, sidewall roughness remains relatively inaccessible experimentally, particularly inside the photonic crystal holes. The few publications of sidewall roughness in photonics literature relied upon TEM imaging [77] or AFM of specially designed and cleaved test samples [183]. The sidewall roughness generally is columnar in nature, as it results from line edge roughness of the etch mask and is transferred to the underlying epilayers by dry etching [183]. Furthermore, the edges of dry etched GaAs cavities have been shown to be amorphous due to dry etch damage [77].

The situation in dry etched III-nitrides is unknown. No apparent surface roughness has been observed when looking at cleaved III-nitride surfaces in the Zeiss Merlin SEM, providing an upper bound on the RMS sidewall roughness of $\sim 2$ nm. Any periodicity of the line edge roughness of the etch mask would be between the step size (1 nm) and spot size (5 nm) in electron beam lithography. The impact of columnar sidewall roughness was simulated using the volume current method (Appendix B) for periods ranging from 1 to 5 nm and RMS roughness up to 3 nm. The resulting $Q_{sr}$ values were on the order of $Q_{th}$ and are considered to be negligible in subsequent discussion. Experimentally, comparison of anisotropic wet etched nanobeams with a control sample processed without wet etching reveals no statistical difference in $Q_{exp}$ (see Section 4.5.5). Therefore, we conclude that sidewall roughness cannot principally limit experimental $Q_{exp}$.

4.5.4 Fabrication disorder

The theoretical simulations in Section 4.1.3 assume an ideal photonic crystal. In the real world, hole shape and positions fluctuate randomly about their target values due to the finite resolution of electron beam lithography and subsequent pattern transfer. In this section, the magnitude of such critical dimension fluctuations and their impact on nanobeam cavity $Q$ are examined using experiments and simulations.

Experimental critical dimension control

Critical dimension fluctuations after etching are quantified by computational image processing of high resolution SEM images. Images of nominally identical holes were acquired using a Zeiss Merlin SEM operating in immersion mode at 3 kV and secondary electron in-lens detection. The image pixel size corresponded to 0.7 nm at the 90,000× magnification used for critical dimension extraction. The images were processed by a custom algorithm written in Python 2.7 with the OpenCV computational imaging library [184]. In the following, an image can be thought of as a two-dimensional matrix of 8-bit intensity values $I(x, y)$ ranging from 0
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The steps of the algorithm were:

1. Sum the image along the axis perpendicular to the nanobeam, producing a vector $v_1$.
2. Locate the nanobeam edges by edge detection on $v_1$.
3. Extract the intensity along a line centered between the nanobeam edges, creating a vector $v_2$.
4. Estimate each hole's central position by extracting the positions corresponding to local minima of $v_2$.
5. Break the overall image into a series of sub-images $I_j(x,y)$ of one photonic crystal period each; boundaries were at the nanobeam edges and perpendicular bisectors of the line adjoining adjacent holes.
6. Determine the area belonging to the hole in sub-image $I_j(x,y)$ through application of a binary threshold ($I_{th}$).
7. Compute the hole radius and position following Eqs. 4.23 and 4.25, respectively.

The radius of the $j^{th}$ hole ($\hat{r}_j$) was estimated from the hole area,

$$\hat{r}_j = \frac{\Delta x}{\pi} \sqrt{\frac{\sum_{x,y} \theta(I_{th} - I_j(x,y))}{\sum_{x,y} \theta(I_{th} - I_j(x,y))}}, \quad (4.23)$$

where $\theta(x)$ is the Heaviside step function, $\Delta x$ is the pixel size, and the sum goes over all axes of the sub-image $I_j(x,y)$. The hole centroids ($\hat{x}_j, \hat{y}_j$) were calculated using a weighted sum of the binary thresholded image,

$$\hat{x}_j = \frac{\sum_{x,y} x \cdot \theta(I_{th} - I_j(x,y))}{\sum_{x,y} \theta(I_{th} - I_j(x,y))}, \quad (4.24)$$

$$\hat{y}_j = \frac{\sum_{x,y} y \cdot \theta(I_{th} - I_j(x,y))}{\sum_{x,y} \theta(t - I_j(x,y))}. \quad (4.25)$$

Higher order shape errors, such as ellipticity, were not analyzed [185].

In order to check that no artifacts arose from the measurement apparatus, additional tests were performed. First, SEM images with orthogonal raster directions (Fig. 4.23(a-b)) were compared to see if charging affects critical dimension extraction. Little difference is seen between the images. Finally, the SEM images were compared with AFM images of the same nanostructure (Fig. 4.23(c-d)). The image processing algorithm extracted $24.2 \pm 0.4$ and $24.5 \pm 0.6$ nm (95% confidence interval) for the hole radii in the SEM and AFM images, respectively. Both techniques detected a slight ellipticity (1-2 nm) along the nanobeam's longitudinal axis.
Figure 4.23: (a-b) SEM images of the same HSQ nanobeam on III-nitride epilayers with orthogonal scan directions. Insets show the algorithmically extracted holes (blue) and best fit circle (red). (c-d) AFM images of the same nanostructure at two different length scales. Insets again show the algorithmically processed images for the AFM scans. Reproduced from [14] with permission from APS.
However, the excellent agreement between the techniques affirms the accuracy and precision of the two measurement tools. Although it is non-ideal to work close to the ultimate limits of SEM resolution [186], SEM is one of few techniques capable of delivering hole size statistics at reasonable speed and cost. Therefore, we proceed under the assumption that the SEM images reflect the true underlying material profile.

Figures 4.24(b-c) summarize the statistics of etched hole shape and positioning fluctuations extracted by computational imaging of high magnification SEM images. 85, 128, 158, and 60 holes were analyzed for each of the four target hole diameters, 45, 55, 65, and 75 nm, respectively. The histogram distributions pass statistical tests for normality [187]. As one may naïvely expect, the distribution FWHM broadens as the target hole diameter decreases due to the higher aspect ratio (height/diameter) of the resist pattern and etched hole. Therefore, the minimum nanobeam hole diameter was chosen to be 60 nm for the remainder of this Chapter. For the 65 and 75 nm target hole diameter distributions, the FWHM of the diameter and positioning error was less than or equal to 1.8 nm. This level of precision is on par with estimations of residual disorder in photonic crystal cavities fabricated from silicon at telecom wavelengths [188], proving that it is possible to fabricate with the same level of precision in III-nitride semiconductors.

Figure 4.24(d) documents the other significant deviation from the theoretical ideal, sloped sidewalls. The left-hand side image shows a top-down view of the finished structure, where the rough silicon substrate can be seen through the etched III-nitride holes. The top and bottom surfaces of the nanobeam holes are outlined in red and blue, respectively. Knowing the thickness of the epilayer \( h \), an effective taper angle of \( \arctan(\Delta r / h) = 2.0 \pm 0.3^\circ \) can be deduced. The right-hand side image shows a cross-section of a cleaved slot, which shows that the internal sidewall taper sidewalls are not linearly tapered. Rather, the slope of the sidewall is vertical near the top surface and tapers more rapidly near the silicon substrate. Published theoretical simulations have shown the nanobeam geometry to be resilient to sidewall tapering, as it does not break the symmetry about the nanobeam’s longitudinal axis (Fig. 4.6, \( yz \) plane), avoiding coupling between gapped TE and ungapped TM modes [189]. For all subsequent simulations, photonic crystal holes are modeled as a quadratic taper with vertical sidewalls at the top surface with an effective taper angle of 2°.

**Simulated effect of fabrication disorder**

The experimentally determined critical dimension distributions served as input for FDTD simulations of fabrication disorder. Each hole’s position and radius was randomly fluctuated about its nominal value by a Gaussian probability distribution with standard deviation 1 nm. Different random number generator seed values were used to generate 100 different realizations of a base nanobeam photonic crystal cavity design, which were then simulated using FDTD. Fig. 4.25 presents histograms of the simulated resonance wavelength and \( Q_{\text{fab}} \) values for the fundamental (blue) and first-order (red) cavity modes.
Figure 4.24: Extraction of hole size and positioning errors (critical dimensions or CDs) from SEM images by computational image processing. (a) Processed SEM image showing detected hole area (white) and best fit circles (red). (b) Hole diameter fluctuations for different target hole sizes. $N = 85$, 128, 158, and 60 holes were extracted for the target hole diameters 45, 55, 65, and 75 nm, respectively. (c) Vertical positioning error from best fit centerline for the four target diameters. (d) Parabolic sidewall tapering of $2.0 \pm 0.3^\circ$ measured by SEM of a top view (left) and cross-section view of a test structure (right). Reproduced from [14] with permission from APS.
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Figure 4.25: 3D-FDTD simulations of 100 realizations of fabrication disorder for hole size and position fluctuations following normal distributions with standard deviation 1 nm. (a) Wavelength histograms for fundamental (blue) and first-order (red) cavity modes. (b) Corresponding $Q$ histograms. Reproduced from [14] with permission from APS.

The wavelengths are normally distributed, but the $Q_{\text{fab}}$ are skewed distributions with a tail towards lower values. Such statistics have been previously observed in Gaussian disorder simulations of 2D photonic crystal cavities [190]. The median $Q_{\text{fab}}$ values for the fundamental and first-order modes were $2.4 \times 10^4$ and $9.6 \times 10^3$, respectively, showing that higher order modes are more susceptible to fabrication fluctuations. Narrowing the simulated disorder distributions to 0.5 nm standard deviation resulted in a wavelength distribution narrower than that observed experimentally for nominally identical nanostructures. Broadening the disorder distributions to 2 nm standard deviation resulted in the simulated yield of viable cavities falling far below the experimental yield. Increasing the simulation spatial resolution did not have a significant effect on wavelength and $Q$ distributions. The next section compares disorder simulations with experiment, supporting the claim of single nanometer critical dimension control in the fabricated III-nitride photonic crystal nanobeams.

Comparison with experiment

With the critical dimension statistics known, the influence of nanobeam geometry on $Q_{\text{fab}}$ was explored theoretically and experimentally. For each of four base designs (Table 4.3), all

<table>
<thead>
<tr>
<th>Design #</th>
<th>$\lambda_{00}$ (nm)</th>
<th>$\lambda_{10}$ (nm)</th>
<th>$a_b$ (nm)</th>
<th>$d$ (nm)</th>
<th>$d_c$ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>451</td>
<td>458</td>
<td>117</td>
<td>70</td>
<td>84</td>
</tr>
<tr>
<td>2</td>
<td>457</td>
<td>464</td>
<td>119</td>
<td>70</td>
<td>84</td>
</tr>
<tr>
<td>3</td>
<td>461</td>
<td>471</td>
<td>120</td>
<td>60</td>
<td>84</td>
</tr>
<tr>
<td>4</td>
<td>471</td>
<td>479</td>
<td>122</td>
<td>60</td>
<td>84</td>
</tr>
</tbody>
</table>

Table 4.3: Four cavity design dimensions without any lithographic hole bias and 3D-FDTD simulated fundamental ($\lambda_{00}$) and first-order ($\lambda_{10}$) cavity mode wavelengths including material dispersion and hole sidewall taper. There are 18 holes in each Bragg mirror with period $a_b$ and diameter $d_b$ surrounding an 18-hole quadratic taper to a central hole cavity diameter $d_c$.

hole radii were simultaneously lithographically biased from -3 to +4 nm in single nanometer
steps. Twelve nominally identical nanobeams were fabricated and measured for each hole bias of each base design for a total of 372 nanobeams, of which 361 (97%) exhibited at least one measurable cavity resonance. On the simulation side, twenty disorder realizations of each hole bias were simulated using sidewall tapering and Gaussian-distributed hole radii and position fluctuations.

Figures 4.26(a) and 4.26(b) exhibit the experimental and simulated $Q$ distributions for the fundamental and first-order cavity modes, respectively. Each color represents a different base design and each data point within each color represents twelve measurements over twelve nominally identical structures. Due to the non-Gaussian $Q$ statistics, a box-and-whiskers format is adopted for experimental data representation, where the box, line within the box, and whiskers represent the first and third quartile, median, and extrema of the measured values.

As expected within each data series, larger hole sizes result in the cavity mode blueshift due to more of the electric field being in the lower refractive index material, air. Generally, as the hole diameter is increased within each geometry, experimental $Q$ decreases for the fundamental mode while many first-order modes exhibit a local maximum as a function of the lithographic hole bias.

The geometry dependence of experimental fundamental and first-order cavity mode $Q$ can be explained by fabrication disorder. To fit the FDTD-simulated $Q_{\text{fab}}$ to experiment, an offset $Q_{\text{off}}$ must be added to account for bulk absorption ($Q_{\text{bk}}$), surface absorption ($Q_{\text{sa}}$), and surface roughness/waviness scattering ($Q_{\text{sr}}$) losses (Eq. 4.10), where

$$Q_{\text{off}}^{-1} = Q_{\text{bk}}^{-1} + Q_{\text{sa}}^{-1} + Q_{\text{sr}}^{-1}.$$  (4.26)

The $Q_{\text{off}}$ values were fit separately for the fundamental and first-order modes by several meth-
ods, including global and pair-wise least-squares minimization [14]. No matter the method, 
$Q_{\text{off},00} \approx 6000$ and $Q_{\text{off},10} \approx 8500$ were found. In Fig. 4.26, the offset simulations are represented 
by the shaded polygons in the background, where the polygon represents the interquartile range and the solid line the simulated median. Even with the simple, dispersionless $Q_{\text{off}}$, the simulations fit the experimental data well; the decreasing $Q_{00}$ with larger hole radius and the local maxima within each design $Q_{10}$ can be accounted for by fabrication disorder. Most importantly, since $Q_{\text{off}} < Q_{\text{fab}}$, we can conclude that fabrication disorder does not limit 
experimental $Q$. However, such modeling does not explain the physical origin of $Q_{\text{off}}$, the 
principal limiting mechanism for experimental $Q_{\text{exp}}$, so additional experiments are needed to 
identify the broadening mechanisms and then reduce their impact on $Q_{\text{off}}$.

Clues buried in the statistics of the experimental data suggest that $Q_{\text{off}}$ is linked to the surface. Two-sided statistical tests on the experimental $Q$ for two sets of twelve nanobeams with 
different base designs but whose holes are lithographically biased such that their average 
resonance wavelengths are statistically equal reveal correlations with cavity design geometry. Statistically speaking, the condition “average resonance wavelengths are statistically equal” 
was translated as being unable to reject the null hypothesis at $p = 0.05$ in a two-sided unequal 
variances $t$-test, which was selected because the average resonance wavelengths should be 
normally distributed but the variances of the parent populations are unknown and likely 
equal. However, as the $Q$ distributions are skewed, one cannot simply use Student’s $t$-test 
to compare $Q$ population means. Instead, Wilcoxon-Mann-Whitney rank tests with $p = 0.05$ 
were used for comparing $Q$ values [191, 192]. A look-up table was used instead of the normal 
approximation because of the $N = 12$ sample size.

The null hypothesis, two geometries draw from the same $Q$ population distribution, was 
rejected in 5/39 two-sided tests of $Q_{00}$ and for 0/31 tests on $Q_{01}$, when controlling for average 
wavelength. In each of the cases where the null hypothesis was rejected, the cavity with the 
largest central cavity hole diameter ($d_c$) exhibited lower experimental $Q$. The fact that the 
first-order mode’s electric field intensity profile exhibits a node in the cavity center (Fig. 4.6) 
further supports the correlation between central cavity hole diameter and experimental $Q$. Although correlation does not imply causation, a plausible causal explanation would be that 
larger central cavity holes increase the interfacial surface area where the electric field intensity 
is strongest in the cavity center, which maximizes the overlap integral in electromagnetic 
perturbation theory (Eq. 4.22/Table 4.2).

Despite the satisfactory agreement between simulated and experimental $Q$ values, certain 
experimental fabrication statistics remain unexplained by the simple model fabrication dis-
order with normally distributed hole size and position fluctuations. Fig. 4.27 shows the 
average of the first and fundamental mode wavelengths versus half their average splitting for 
(a) simulated and (b) experimental data. For each of the 12 nominally identical nanobeams 
corresponding to a specific hole bias and base design, the average wavelength and splitting 
were computed individually. Each data point in Fig. 4.27 represents the average and stan-
dard deviation over each of the twelve cavities’ mean wavelengths and splittings. Simulated
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Figure 4.27: Comparison of (a,b) simulated and (c,d) experimental average wavelengths and splittings. (b,d) show the correlations in the standard deviations of the average wavelength and splittings. Reproduced with modification from [14] with permission from APS.
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and experimental average wavelengths are in reasonable agreement, but the simulations systematically underestimate the splitting between the two modes.

The insets in Fig. 4.27 show the standard deviations of the average wavelengths (\( \sigma_+ \)) and splittings (\( \sigma_- \)). The disorder model's \( \sigma_- \) is approximately the same as experiment, but the experimental fluctuations in the average wavelength (\( \sigma_+ \)) are more than a factor of two larger. Despite the single nanometer critical dimension tolerances, \( \sigma_+ > \lambda/Q \) poses a barrier to future development and eventual commercialization because it is not possible to deterministically manufacture a cavity to be resonant with an emitter at a specific wavelength; additional metrology & fabrication steps and/or active tuning mechanisms would be required for post-fabrication tuning. In Section 4.5.5 and Chapter 5, photoinduced oxygen desorption is shown to be a possible mechanism to deterministically tune cavity resonances. However, such discrepancies suggest a need for more complex models of fabrication disorder.

4.5.5 Surface absorption

Surface absorption must account for the remaining losses (\( Q_{sa} \approx Q_{off} \)). Many hints at the role of surface absorption are buried in the results of the previous experiments: scattering from both fabrication disorder and surface waviness impacts the first-order mode more than the fundamental mode. On the other hand, we find that \( Q_{off,10} > Q_{off,00} \) is required to fit experimental disorder data to FDTD simulations of disordered cavities. Therefore, a different mechanism must be at play. This apparent contradiction can be resolved by invoking surface state absorption, which could be due to intrinsic or extrinsic defects. The ratio of the overlap integrals of the electric field with the vertical sidewalls, \( f_v,00/f_v,10 \) (Eq. 4.22 / Table 4.2), roughly corresponds to the ratios of the offset \( Q_{off,10}/Q_{off,00} \).

Recounting Ch. 2, III-nitrides exhibit deep, localized surface states within the bulk material band gap. In n- and uid GaN, the high density of surface states pins the surface Fermi level, resulting in space charge region (SCR) formation and upward band bending at the GaN surface in thermal equilibrium. The surface state density and distribution depend on both the crystal orientation and surface treatment relative to the electric field vector of the photonic crystal mode. Past studies of surface state absorption on GaAs [193] and silicon [194] surfaces indicate that optical absorption by surface states is stronger when the electric field vector is parallel to the surface normal. Although no such studies have been done for III-nitrides, this past result is likely to be further exacerbated by the polar nature of the III-nitride semiconductor material.

In this section, we show that the nanobeam photonic crystal cavities are sensitive to the surface. Surface phenomena are explored in detail in Chapter 5.

Surface sensitivity

Two experiments show that nanobeam photonic crystals are sensitive to the surface. Under 351 nm cw optical pumping in ambient atmosphere, irreversible deposition occurs on the
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Sample surface. The cavity mode resonances broaden and redshift with time in μPL (Fig. 4.28) and the signal does not return after waiting, even overnight. No such deposition is observed when optical pumping under vacuum. The localized deposition, resembling cigarette burns, is readily visible under low acceleration voltage in the SEM (Fig. 4.28, inset). EDX analysis, although not entirely reliable for light elements [133], suggests that the deposits are carbon-based. The carbon-based deposition is so thin, however, that it does not appear as a surface morphology difference in AFM. Therefore, we conclude that carbon is deposited on the sample surface by cracking of airborne organic molecules or CO₂ under UV laser illumination. Evidently, absorption by a few monolayers of carbon and/or the change in the absorption of surface states is sufficient to completely damp the photonic crystal cavity modes.

In the second experiment, the same set of 12 nanobeams (row 3 in Table 4.3) with lithographic bias is measured before and after conformal coating of 3 nm of high refractive index HfO₂ dielectric by atomic layer deposition (ALD). The refractive index of the as-deposited ALD HfO₂ films was found to be 2.07 in a Cauchy model in spectroscopic ellipsometry, which is close to the refractive index of AlN \( (n = 2.1) \) and GaN \( (n = 2.4) \) in this spectral region. Fig. 4.29 shows that, as expected, the fundamental cavity modes redshift due to the addition of dielectric to the structure. Comparing coated and uncoated different lithographic biases at the same resonance wavelength, a decrease in \( Q_{\text{exp}} \) is observed. However, such an experiment is imperfect because the decrease may be due to scattering from surface roughness at an additional dielectric interface, absorption in the HfO₂, or absorption by modified surface states in the III-nitride. Thus, experiments without coatings are required, which will be explored in Ch. 5.
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Figure 4.29: Redshift and broadening of fundamental mode for design 2 (Table 4.3) before and after coating with 3 nm ALD HfO$_2$. Twelve nanobeams were measured per point. Reproduced with permission from [14] with permission from APS.

Anisotropic wet etching

Anisotropic wet etching can help remove extrinsic defect states caused by dry etching III-nitride materials [195, 196]. Both TMAH and KOH are known to etch III-nitride materials anisotropically, with the slowest etch rate being on the $m$-plane [197, 198]. By aligning the nanobeam pattern such that the nanobeam sidewalls are parallel to the $m$-plane of the crystal, vertical sidewalls aligned with the $m$-plane can be achieved. The initially round holes become hexagons (Fig. 4.30(a)).

In this thesis, the nanobeams were etched in 3 M KOH solution at 30 °C for 60'. We note that KOH also etches the (100) and (110) planes of the silicon substrate while the (111) silicon plane, which is aligned with the $m$-plane of GaN, remained nearly untouched. Wet etching should be performed between the dry etch and vapor phase etch steps in order to protect the nitrogen-polar III-nitride surfaces because some bases can vigorously attack the nitrogen-polar AlN surface leading to surface roughness and upward bowing of the nanostructure (e.g. Fig. 4.11(b)). However, 3 M KOH at 30 °C does not appear to attack exposed nitrogen-polar AlN surfaces, which are protected by a nitrided silicon layer at the epilayer-substrate surface. The KOH process was adopted for a comparative study of nanobeam $Q$ with and without wet etching.

A full 2" wafer of 5 nominally identical 9 × 9 mm$^2$ nanobeam chips was processed simultaneously. The reference sample and test sample were fabricated from chips at the same radial distance from the wafer center to control for epilayer thickness inhomogeneity across the wafer. The epilayers contained the same 2 nm thick In$_{0.15}$Ga$_{0.85}$N/GaN quantum well used in the quantum well absorption experiments. Both the reference and KOH-etched sample were treated by rapid thermal annealing following the optimized recipe developed in Chapter 5.

The cavity design employed two 24-period mirrors linearly tapering to a pair of holes with
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Figure 4.30: (a) Top view of a nanobeam photonic crystal cavity test structure with hexagonal holes created by anisotropic wet etching in 3 M KOH at 30 °C for 60'. The faint circular outline is due to the HSQ mask, which has not yet been stripped. Scale bar is 200 nm. (b) Experimental $Q$ dispersion of 21 nominally identical reference and 69 nominally identical KOH etched nanobeams measured at 10 kW/cm$^2$ 405 nm resonant pumping at 85 K, below the quantum well transparency threshold. Quantum well absorption is subtracted from the linewidth using a two-point linear interpolation based on the values found in Section 4.5.2. Blue is the fundamental and red is the first-order mode of the photonic crystal cavity. (c) High resolution $\mu$PL spectrum of the KOH-etched sample with $Q_{10} = 7950 \pm 50$ at 440.67 nm measured using 10 kW/cm$^2$ resonant pumping at 4 K, above the transparency threshold of the quantum well.
smaller lattice constant and diameter [179]. The parameters written by electron beam lithography were mirror period $a_b = 121$ nm and hole diameter $d_b = 72$ nm surrounding a 9-hole linear taper to a smaller hole diameter $d_c = 61$ nm and lattice constant $a_c = 100$ nm. The effective hole size is enlarged by $\sim 2$ nm during the KOH etching. The simulated wavelengths and modal volumes of the KOH etched nanobeams with hexagonal holes were $\lambda_{00} = 419/\lambda_{10} = 440$ nm and $V_{00} = 0.3 \cdot (\lambda/n_{GaN})^3 / V_{10} = 0.5 \cdot (\lambda/n_{GaN})^3$, respectively. The smaller modal volumes are due to the on-axis vertex of the hexagon, which decreases the available volume available for the electromagnetic mode between holes.

$\mu$PL spectra were measured at 85 K using 10 kW/cm$^2$ and $\lambda = 405$ nm resonant pumping to minimize cryo-gettering on the sample surfaces. Although the same amount of linewidth narrowing (Section 4.5.2) was again observed at 4 K in these structures using resonant and non-resonant pumping, no linewidth narrowing was observed at 85 K and 10 kW/cm$^2$ resonant pumping due to the increased threshold pump intensity caused by thermally activated nonradiative recombination (Appendix A).

Figure 4.30(b) compares the $Q$ of the reference and KOH etched samples. 69 and 21 nominally identical KOH-etched and reference nanobeams were measured, respectively. As expected when enlarging holes, the KOH modes are blueshifted relative to the reference sample. Because the quantum well is being driven below the transparency threshold, the quantum well absorption was subtracted from the linewidth using a two point linear interpolation from the values reported in Section 4.5.2. To check the validity of this procedure, Fig. 4.30(c) shows the maximum $Q_{10} = 7950 \pm 50$ measured using 10 kW/cm$^2$ 405 nm resonant pumping at 4 K, i.e. above the transparency threshold with the 1800 lp/mm grating in second order. This value is in excellent agreement with the highest recorded $Q_{10}$ value for the KOH etched sample.

To test if the KOH treatment improved $Q_{10}$, a Wilcoxon-Mann-Whitney rank test was performed on the two $\hat{Q}_{10}$. The null hypothesis, that one $\hat{Q}_{10}$ sample is statistically larger than the other, cannot be rejected at $p = 0.05$. Thus, we conclude that it is statistically unlikely that the KOH treatment changes optical performance. This conclusion confirms the prediction of negligible losses by scattering from sidewall roughness and suggests that either intrinsic $m$-plane defects and/or etch damage at a depth $> 2$ nm are limiting $Q$.

Figure 4.31 shows histograms of the etched KOH sample’s wavelengths and $Q$ over the 69 measured structures at 85 K and 10 kW/cm$^2$, $\lambda = 405$ nm resonant optical pumping. The fundamental mode shows a bimodal distribution of wavelengths. We attribute this to the marginal stability of the design with hexagonal holes at 420 nm; despite the epilayer thickness of $3\lambda/2n_{GaN}$, $V_{00}$ is amazingly $0.3(\lambda/n_{GaN})^3$ because the fundamental mode is squeezed into a 28 nm wide semiconductor region along the central axis of the nanobeam (Fig. 4.30(a)). This small modal volume is paid at the price of enhanced sensitivity to fabrication fluctuations, which both drop the mean $\hat{Q}_{00}$ and create a bimodal wavelength distribution.

On the other hand, the first-order mode, which exhibits a node at the cavity center (Fig. 4.7(b)), displays no increased sensitivity when moving to hexagonal holes. Both the first-order
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Strong coupling thresholds

(a) (b)

Figure 4.31: Experimental (a) wavelength and (b) $Q$ statistics of 69 nominally identical KOH etched nanobeam photonic crystal cavities. Blue is the fundamental mode and red is the first-order mode. Dashed lines show the strong coupling thresholds for an emitter with a spontaneous emission lifetime of 1 ns.

mode wavelength ($\lambda_{10}$) and $\hat{Q}_{10}$ (Fig. 4.31, red) follow monomodal distributions which pass statistical tests for normality at $p = 0.05$. The FWHM of $\lambda_{10}$ is 2.5 nm, which is consistent with the 3D-FDTD simulated wavelength distributions due to fabrication disorder (Fig. 4.25(a)), again confirming the realization of few nanometer fabrication tolerances. The experimental $\hat{Q}$ distributions can be analyzed to test what fraction of cavities would be suitable for the observation of vacuum Rabi splitting.

The experimental $\hat{Q}$ distributions prove that vacuum Rabi splitting in the strong coupling regime should be possible in these nanobeam photonic crystals, provided a suitable emitter could be found. As a reminder, the strong coupling regime occurs when the light-matter interaction strength exceeds the average of the emitter decoherence rate and optical cavity loss rate (Eq. 2.9). Assuming that the optical cavity loss rate is much faster than the emitter decoherence rate and 1 ns spontaneous emission lifetime of the emitter in bulk GaN, then the strong coupling regime would correspond to $Q_{00} > 2500$ and $Q_{10} > 3300$. Looking at the $\hat{Q}$ histograms, we find that 42% of the fundamental mode and 100% of the first-order mode cavities satisfy the strong coupling criterion.

However, it should be noted that no one has yet demonstrated single photon emission from III-nitride materials at these wavelengths and engineering a 1 ns spontaneous emission lifetime may be challenging due to the quantum confined Stark effect. Nevertheless, localization centers in InGaN/GaN quantum wells (c.f. [96, 199–201] and Appendix A) may serve as candidate emitters provided their emission could be optimized. Currently, the emission energy of localized InGaN centers in these samples is in the absorption continuum of states for the quantum well. Further optimization of the growth parameters and conditions would be required to move these emitters to lower energies and/or to shift the quantum well emission to higher energies. This is left for future work.
4.6 Summary

This chapter:

- Provided the conceptual background to understand one-dimensional optical nanobeam photonic crystal cavities.
- Examined the impact of mechanical deformation of optical nanocavities fabricated from highly strained epilayers on photonic crystal cavity resonances.
- Presented a novel scheme for optimizing the far-field radiation pattern of nanobeam photonic crystal cavities and verified its operation experimentally.
- Demonstrated fabrication of sub-80 nm diameter holes in III-nitride materials to within \(~1\) nm precision in position and size.
- Proved that even process tolerances of \(~1\) nm are not sufficient for the deterministic fabrication of a photonic crystal cavity in resonance with an emitter at a pre-defined energy.
- Quantified the loss mechanisms responsible for the thousandfold discrepancy between simulated and experimental losses of III-nitride nanobeam photonic crystal cavities between \(\lambda = 430 - 500\) nm (Fig. 4.32).
- Achieved state-of-the-art \(Q\) approaching 8000 at 440 nm and \(V = 0.5 \cdot (\lambda / n)^3\), sufficient for observation of vacuum Rabi splitting provided a suitable single photon emitter could be found.
- If absorption losses could be eliminated by surface passivation and removal of the quantum well, then nanobeam photonic crystal cavity modes would be ultimately limited to average \(Q \sim 20,000\) in the blue spectral range by the fabrication precision of \(~1\) nm.

As surface state absorption constitutes the dominant mechanism, the next chapter is devoted understanding surface states and improving performance by surface passivation.
Figure 4.32: Rough estimates of the relative loss contributions discussed in this chapter for a fundamental nanobeam photonic crystal cavity mode at $\lambda_{00} = 425$ nm driven below the transparency threshold of the embedded quantum well. Relative percentages depend on target operation wavelength and specific cavity geometry. Quantum well absorption losses could be reduced by either removing the quantum well or working in the low energy tail of the emission. If quantum well losses were eliminated, surface state absorption would comprise 75% of the optical losses.
5 Surface Effects

Microdisk optical cavities were chosen for surface absorption studies because, in contrast to nanobeam cavities, they exhibit many regularly spaced resonances. Instead of measuring a plethora of different nanobeams with differing geometries to elucidate the dispersion of losses while being obliged to account for geometry-dependent fabrication disorder (Section 4.5.4), the broadband material response can be measured in a single nanostructure. In this chapter, the theoretical background for understanding microdisk operation is discussed before comparing FDTD simulation results with experiment. Then, the effect of microdisk geometry on repeatability is explored. The bulk of the chapter is devoted to understanding the photoinduced gas (ad)desorption phenomenon. Finally, several surface treatments are examined in an attempt to maximize experimental $Q$.

### 5.1 Microdisk cavities

The microdisk optical cavity consists of a thin $(t < \lambda/n_{1,cl})$ high refractive index disk with few micron radius $(R)$, ideally suspended in air or embedded in a low refractive index cladding material $(n_{1,cl})$. Practically, the microdisk is typically mechanically supported by a thin pedestal. Due to the cylindrical symmetry, we work in cylindrical coordinates, $r$, $\theta$, and $z$ (Fig. 5.1). In contrast to the photonic crystal nanobeam cavity, which confines light by total internal reflection in two dimensions and diffractive confinement in the third, a microdisk optical

![Figure 5.1: Schematic of the microdisk optical cavity geometry.](image-url)
cavity utilizes total internal reflection in all three dimensions.

In the vertical direction \((z)\), light is confined by waveguiding (Section 4.1.2) in the thin disk. If the disk is symmetric \(\varepsilon(z) = \varepsilon(-z)\), then modes are TE- or TM-polarized. If the disk is thinner than \(\sim \lambda/2n_{1,\text{co}}\), the lowest order TE- and TM-polarized modes are guided (Section 4.1.2), while if the disk is thinner than \(\sim \lambda/4n_{1,\text{co}}\), then the coupling of a quantum well placed in the slab middle to the lowest order TM mode is negligible [202].

Recalling the critical angle from Snell’s law, \(\theta_{\text{crit}} = \arcsin\left(\frac{n_{1,\text{cl}}}{n_{1,\text{co}}}\right)\), if the angle between an incident, guided ray of light and the surface tangent of the disk edge is larger than \(\theta_{\text{crit}}\), then the ray is completely reflected. Since the disk edge is curved, rays at such large angles will skim around the edge of the microdisk. As such, these resonances are called whispering gallery modes. Recalling that light is a wave, a resonance requires constructive interference after a single round trip [203],

\[
2\pi n_{\text{eff,1}}R = m\lambda_m, \tag{5.1}
\]

where \(n_{\text{eff,1}}\) is the mode’s effective refractive index \((n_{1,\text{cl}} < n_{\text{eff,1}} < n_{1,\text{co}})\) and \(m + 1\) is the number of azimuthal nodes. For large \(m\), the free spectral range (FSR) is,

\[
\text{FSR} = \lambda_m - \lambda_{m+1} \rightarrow \lim_{m \to \infty} \frac{\lambda^2}{2\pi R n_{\text{eff,1}}}. \tag{5.2}
\]

Going deeper into the wave optics picture, a few details deserve attention. The cylindrical symmetry causes eigenmodes to exhibit an azimuthal \(\sim e^{im\theta}\) dependence. Therefore, in the absence of imperfections which break the cylindrical symmetry, each mode is twofold degenerate for \(\pm m\). The circular wave propagation creates a repulsive \(\sim m^2/R^2\) potential, which in conjunction with the attractive potential due to the dielectric profile, \(n_{1,\text{co}} > n_{1,\text{cl}}\), creates a potential minimum which localizes electromagnetic modes near the disk edge [202]. Unlike in the case of the photonic crystal, bending losses are incurred, even in a theoretically ideal microdisk, because the radiation circulates about the disk perimeter. The theoretical \(Q_{\text{th}}\) from bending losses can be estimated in the WKB tunneling approximation [202]

\[
Q_{\text{th}} \propto \exp(2mJ), \tag{5.3}
\]

where

\[
J = \tanh \left(\sqrt{1 - 1/n_{\text{eff,1}}^2}\right) - \sqrt{1 - 1/n_{\text{eff,1}}^2}. \tag{5.4}
\]

Eqs. 5.1-5.4 describe the fundamental trade-off for microdisks, as a larger microdisk incurs fewer bending losses at the cost of having many modes in the gain bandwidth due to the smaller FSR.
5.2. Correspondence between simulations and experiments

Just as in the case of nanobeams, real world microdisks depart from the aforementioned theoretical ideal. First, the supporting post may be fabricated of a material with a higher refractive index than $n_{1,cl}$, which could cause leakage of the mode from the disk edges into the post. Therefore, the post diameter must be reduced such that it remains several wavelengths away from the disk edge [202]. Second, roughness losses, in particular sidewall roughness with spatial periodicity sufficient to cause scattering into the light cone, can quickly exceed bending losses [77, 204]. Finally, because the electromagnetic field intensity remains high at the core-cladding interface, the microdisk geometry is also susceptible to surface absorption losses.

5.2 Correspondence between simulations and experiments

Microdisks were fabricated following the process described in Chapter 3. The post diameter was controlled by the length and number of pulses of XeF$_2$ vapor (Figs. 5.2(a) and(b)). A typical µPL spectrum of this microdisk under 1.6 kW/cm$^2$ cw optical pumping with a 325 nm HeCd laser at 5 K. (d) 3D-FDTD simulations of possible electric field intensity profiles for a $z = 0$ plane bisecting the microdisk center in the $x−y$ planes (top) and a cut through $y = 0$ in the $x−z$ plane. Reproduced from [205] under a Creative Commons license.

typical µPL spectrum of a 3.0 µm diameter microdisk with a 770 nm diameter silicon post is
shown in Fig. 5.2(c). A large number of peaks superposed on the broad quantum well $\mu$PL background are seen. Evaluation of Eq. 5.2 for the given geometry yields a FSR of 64 meV (10 nm) at 2.8 eV (440 nm). Experimentally, between 8 and 10 peaks can be identified in a 64 meV window centered at 2.8 eV. In the backscattering $\mu$PL geometry, the modes do not exhibit a clear polarization dependence, either linear or circular. Experimental $Q$ factors are on the order of several thousand.

The corresponding microdisk geometry was simulated using 3D-FDTD calculations. A spectral density of 8-10 modes per 64 meV was found and simulated $Q$ values ranged from $10^5$ to $10^6$. Simulated electric field intensity profiles for two modes separated by 4 meV are shown in Fig. 5.2(d). The mode at 2.762 eV (blue) exhibits a single radial antinode with $m = 91$. The single antinode in the $x-z$ plane indicates that this mode is the fundamental TE-polarized mode. The mode at 2.758 eV (red), on the other hand, with $m = 67$ displays 3 radial antinodes and a rather complex TE-polarized$^1$ electric field intensity profile. Unlike the ideal microdisks discussed in Section 5.1, the microdisk is much thicker ($\sim 3\lambda/n_{1,co}$) than the theoretical ideal, $\sim \lambda/2n_{1,co}$. Recalling the simulations of the ridge waveguide in Section 4.1.2, modes with multiple vertical nodes can be waveguided if the material thickness exceeds half a wavelength. Therefore, we conclude that the high peak density is due to the presence of both TE- and TM-polarized modes with multiple electric field nodes in the $xz$-plane.

No clear correspondence between the peak position and number of peaks can be established by comparing experiments and simulations. The number and position of peaks exhibits an extreme sensitivity to the simulated geometry, especially the silicon post diameter. The complex refractive index of silicon at 2.76 eV (450 nm) is $\tilde{n}_{\text{Si}} = 5.2 + 0.7i$ [140], much larger than the refractive index of GaN ($n_{1,co} = 2.42$) at this energy. Therefore, the lowest attractive potential seen by the electromagnetic modes is the silicon post. Therefore, higher order radial modes / lower order azimuthal modes (e.g. red mode at 2.758 eV in Fig. 5.2(e)) which have substantial electric field overlap with the post are sensitive to post diameter. Therefore, the simulated electric field profiles and energies in Fig. 5.2(e) are shown for discussion purposes and should not be assigned to a specific experimental whispering gallery resonance. Unlike in Chapter 4, we conclude that simulations cannot be used for quantification of microdisk performance due to the epilayer thickness and fabrication uncertainty.

### 5.3 Geometry dependence

Since the lack of correspondence between simulation and experiment precludes the further use of computational tools, the experimental microdisk-to-microdisk reproducibility as a function of geometry should be characterized. Such characterization will reveal the experimental sensitivity to various geometrical parameters. Fig. 5.3 shows $\mu$PL spectra recorded for three nominally identical microdisks with $\varnothing = 3$, 4, and 5 $\mu$m. SEM cross-sections revealed that the post diameter was equal to the disk diameter minus 1 $\mu$m, i.e. that 500 nm over-

---

$^1$From examination of the full vectorial $E$ field, not shown.
Figure 5.3: µPL spectra under 1.6 kW/cm$^2$ 325 nm cw illumination at 5 K of three nominally identical microdisks for each of (a) $\varnothing = 3$, (b) 4, and (c) 5 µm.
hang remained between the microdisk and silicon post, and an air gap of 1.1 µm beneath the microdisk was established. The spectra are clearly reproducible for 4 and 5 µm but not for 3 µm. Assuming that the two groups of peaks for the 4 and 5 µm diameter microdisks represent the fundamental TE and TM radial modes, the FSR (Eq. 5.2) can be used to back out $n_{\text{eff,1}} = 3.2 \pm 0.1$. Therefore, it is likely that some of the mode propagates in the silicon post. However, Fig. 5.3 does not immediately cast light on why the $\varphi = 3$ µm disks are not reproducible, so an additional experiment was conducted.

Figure 5.4 shows µPL spectra of three nominally identical $\varphi = 4$ µm microdisks with a silicon post of $\varphi = 1.3$ µm, smaller than the $\varphi = 3$ µm post in Fig. 5.3(b). The peak density has clearly increased as a result of the thinner support post, so the structure now supports the propagation of higher order radial modes. In contrast to Fig. 5.3(b), nominally identical 4.0 µm $\varphi$ microdisks no longer exhibit reproducible µPL spectra. The reasons for this are twofold. First, as the edge of the disk is unclamped, the tensile strain from the lattice mismatch is released and the microdisk will bend upwards at the edges (Fig. 3.6). Due to epilayer thickness fluctuations (Fig. 4.19), such cupping may not be completely reproducible between microdisks once enough silicon is removed for the post. The cupping should most strongly affect the reproducibility of the lowest order radial modes which are localized at the disk edges. Additionally, the higher-order radial modes, which circulate partially within the silicon post, may not be reproducible due to the silicon post porosity (Fig. 5.2(b)), which is caused by the anisotropic vapor phase etch rates. Therefore, we conclude that microdisk µPL spectra are only reproducible for relatively thick silicon posts compared to the microdisk diameter.

The lack of correspondence between simulations and experiments limits the quantifiable information that may be extracted from experiments on the microdisk geometry. Furthermore, the fact that spectra are reproducible only for relatively thick posts, where a significant fraction
of the mode propagates within the lossy silicon material, is at odds with the stated motivation of understanding the broadband response of the III-nitride material under various surface treatments. Therefore, we proceed in the following manner: no attempt is made to identify the azimuthal and radial mode numbers for experimental peaks or apply computational tools for quantitative analysis as in Ch. 4. When analyzing $Q$ factors under various surface treatments, silicon post size is minimized and the maximum $Q$ values within a spectral interval are retained. We implicitly assume that the maximum $Q$ values correspond to the lowest order radial modes, which have both the highest theoretical $Q$ values (Section 5.1) and the lowest overlap with the absorptive silicon post. Any comparative, quantitative analysis is done on a relative basis between the same or similar samples.

5.4 Photoinduced gas desorption

Section 2.4.5 introduced prior work on the phenomenon of photoinduced gas desorption from GaN surfaces. As a brief reminder, photogenerated holes may trigger desorption of adsorbed gas from both $m$- and $c$-plane GaN surfaces [114, 115, 117]. The gas desorption unpins the Fermi level on the surface, which changes the surface charge and the width of the accompanying space charge region. Poisson's equation equates the change in charge to a change in upward band bending at the semiconductor surface. Experimentally, the change in band bending can be measured directly by the Kelvin probe method upon desorption and re-adsorption of various gas species [115]. Indirectly, the change in band bending is known to change the PL intensity of the yellow defect luminescence band [115] or of nanowires [116]. In this section, oxygen desorption is shown to strongly enhance optical attenuation by surface state absorption.

Fig. 5.5(a, left panel) demonstrates how whispering gallery resonances redshift and broaden due to UV-induced photodesorption at room temperature. The redshift rate has been found to be proportional to UV pump power. Spectra were recorded every ten seconds over the entire experiment. At $t = 30'$, the laser was blocked and the needle valve was opened to allow oxygen into the chamber. The butterfly valve controlling the pump was slightly closed to reduce the vacuum system conduction. Between $t = 30'$ and $t = 35'$, a steady state pressure of 100 mbar was achieved with the turbomolecular pump still running at full speed. The sample was re-illuminated and spectra were recorded every 10 seconds starting at $t = 35'$.

It is worth mentioning some additional observations. If left in high vacuum ($< 1 \times 10^{-4}$ mbar), the photonic crystal cavity modes do not recover overnight. They do however, recover after a cryogenic cooling cycle, likely due to the sample acting as a cryocooler for residual gas in the chamber. For a 325 nm pump laser, UV-induced photodesorption does not occur below 200 K for a pump intensity of 1.5 kW/cm$^2$, whereas for a 244 nm pump laser, photodesorption was observed even at 5 K at intensities of several kW/cm$^2$. Figure 5.5(a, right panel) shows the reversibility of the optical changes under exposure to oxygen atmosphere at 100 mbar at $t = 30'$. 
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Figure 5.5: (a) Time-dependent $\mu$PL of a $\varphi = 3.0$ $\mu$m microdisk with $\varphi = 770$ nm silicon post under 4.6 kW/cm$^2$ cw 325 nm illumination at room temperature. In the left-hand panel, the vacuum level is $< 10^{-3}$ mbar. In the right-hand panel, oxygen is injected starting at $t = 30'$ to pressure of 100 mbar. (b) Time-dependent peak position and FWHM of the two selected whispering gallery resonances at 2.762 (red) and 2.787 (blue) eV. (c) $\mu$PL spectra at $t = 0$ (A), $t = 30'$ (B), and $t = 54'$ (C) showing near complete reversibility of the spectral changes following oxygen exposure. Reproduced from [205] under a Creative Commons license.
5.4. Photoinduced gas desorption

As the only variable being changed in the system is the vacuum pressure, the optical changes must originate at the semiconductor surface. In vacuum, modes shift and broaden at different rates due to the differing electric field intensity at the surface (Fig. 5.2(d)). The maximum red-shift of 6.5 meV and broadening of 1.0 meV upon oxygen desorption can be related to changes in the refractive index (Δn_{eff,1}) using Eq. 5.1 and to changes in the absorption coefficient Δα following [206]

\[ Δα = \frac{2πn_{eff,1}}{hc}Δ\text{FWHM}. \] (5.5)

Assuming a conservative \( n_{eff,1} = 2.1 \), \( Δn_{eff,2} = 5 \times 10^{-3} \) and \( Δα = 100 \text{ cm}^{-1} \). Since the spectral changes are assumed to be uniformly distributed over the entire (bulk) volume of the electromagnetic mode, these estimates serve as lower bounds, evidencing the considerable optical oscillator strength of surface states.

5.4.1 Exclusion of heating

In order to strengthen the conclusion that photoinduced oxygen desorption is responsible for the spectral changes in Fig. 5.5, we combine finite element modeling with power-dependent \( \mu \)Raman measurements using the HeCd pump laser in order to rule out thermal heating as the cause for oxygen desorption. In the backscattering geometry, two zone center GaN Raman modes can be observed, the \( E^H_2 \) transverse optical mode at 568 cm\(^{-1}\) and the \( A^1_1 \) (LO) longitudinal optical (LO) mode at 734 cm\(^{-1}\) [145]. At room temperature, the \( A^1_1 \) (LO) mode exhibits the larger shift rate with temperature, -39 K/cm\(^{-1}\) [152], meaning that it is better suited for use as a thermometer than \( E^H_2 \).

However, LO phonons may couple to plasmons (free carrier charge oscillations) in \( n \)-doped GaN [145], which would complicate analysis when the photogenerated free carrier concentration becomes substantial at high HeCd pump powers. Comparison of unprocessed areas of intentionally \( n^+ \)-doped (3 \( \times \) 10\(^{18} \) cm\(^{-3} \)) with the unintentionally doped (uid) epilayers used for the \( \mu \)Raman thermometry revealed no change in \( A^1_1 \) (LO) position or shape. This indicates that there is no coupling between LO phonons and plasmons because the plasmon mode is overdamped. Overdamping is an indication of poor electrical mobility (< 100 cm\(^2\)·V\(^{-1}\)·s\(^{-1}\) [207]), which is logical given the high density of dislocations and defects inherent to growth of thin III-nitride epilayers on silicon. Independent attempts at measuring electrical mobility using Hall effect or other techniques during this thesis ended in failure, confirming the poor conductivity of the layers. Therefore, we may proceed with the \( \mu \)Raman thermometry using the \( A^1_1 \) (LO) mode confident that any shifts in the peak position are attributable solely to heating and not to free carrier generation.

By using the same HeCd pump laser as in \( \mu \)PL for \( \mu \)Raman spectroscopy and measuring the shift of the \( A^1_1 \) (LO) mode with increasing pump power, we determine the average temperature of GaN in the microdisk. A defocused spot FWHM of 2.7 ± 0.3 μm was roughly matched to
the $\varnothing = 3.0 \, \mu m$ disks. Spectra were calibrated using a neon lamp and the spectrometer was not moved between successive HeCd powers. Fig. 5.6(a) shows microdisk $\mu$Raman spectra near the $A_1(LO)$ mode at three HeCd illumination intensities. As expected for heating, the peak shifts to lower wavenumbers. The $A_1(LO)$ peak shifts from the unstrained position at $734 \, \text{cm}^{-1}$ are converted to temperature shifts above ambient in Fig. 5.6(b, red) using the -39 K/cm$^{-1}$ linear shift rate.\textsuperscript{2} Control measurements on an unprocessed portion of the sample (e.g. in thermal contact with the silicon substrate) show no heating with increasing pump power, confirming that limited heat transport through the thin silicon post results in heating of the III-nitride epilayers.

The disk temperature during the photodesorption experiment at 4.6 kW/cm$^2$ can be extrapolated by fitting a finite element model of the heat transport to the experimental data. The azimuthal symmetry of the problem allowed reduction to two dimensions in a commercial finite element software package [169]. The geometric dimensions (Table 5.1) were extracted from an SEM cross-section image of the measured $\varnothing = 3.0 \, \mu m$ silicon disks. To simplify the model, it was assumed that the laser spot uniformly generates heat in the GaN volume. The output parameter was the average temperature integrated over the entire volume of GaN. Constant temperature (293 K) boundary conditions were placed in the silicon far away (several $\mu m$) from the base of the microdisk such that this parameter did not affect the extracted disk temperature. Table 5.2 details additional material parameters needed to complete the model and their references.

\textsuperscript{2}Normally a correction would be required for tensile strain, but the microdisk edges are free.
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<table>
<thead>
<tr>
<th>Parameters</th>
<th>Length (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microdisk diameter</td>
<td>3000</td>
</tr>
<tr>
<td>GaN thickness</td>
<td>235</td>
</tr>
<tr>
<td>AlN thickness</td>
<td>45</td>
</tr>
<tr>
<td>Si post diameter, top</td>
<td>1200</td>
</tr>
<tr>
<td>Si post diameter, bottom</td>
<td>2800</td>
</tr>
<tr>
<td>Si post height</td>
<td>1400</td>
</tr>
<tr>
<td>Si substrate thickness</td>
<td>2000</td>
</tr>
<tr>
<td>Si substrate diameter</td>
<td>4000</td>
</tr>
</tbody>
</table>

Table 5.1: Parameters for the simulated geometry found from SEM cross-section images of the microdisks used in the photoinduced desorption experiments. The silicon post is assumed to taper quadratically from the top to the bottom diameter with perpendicular sidewalls at the post-AlN interface.

<table>
<thead>
<tr>
<th>Material</th>
<th>Density (g cm(^{-3}))</th>
<th>Thermal Cond. (W m(^{-1}) K(^{-1}))</th>
<th>Heat capacity (J kg(^{-1}) K(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>2.33 [208]</td>
<td>156 [208]</td>
<td>700 [208]</td>
</tr>
</tbody>
</table>

Table 5.2: Material properties used for finite element modeling of heat transport in a microdisk.

The dashed red line in Fig. 5.6(b) shows the finite element model result fit to the experimental data using a single proportionality factor. The average simulated GaN temperature increases linearly with pump intensity. The temperature distribution over the simulation volume can be seen in Fig. 5.7. The model predicts 30 °C heating above room temperature for the 4.6 kW/cm\(^2\)

Figure 5.7: Simulated temperature distribution inside a microdisk resonator when considering uniform heat generation throughout the GaN volume. Hot areas are white.

pump intensity utilized for the µPL photoinduced desorption experiments. In any case, 30 °C remains far below the temperature at which previous studies have shown that oxygen
desorbs from GaN surfaces (950°C)\cite{130} or that at which water vapor may be converted to an "oxide-like" surface layer (300°C)\cite{212, 213}. Therefore, we attribute oxygen desorption during μPL in vacuum to a photoinduced rather than thermal effect.

### 5.4.2 Band bending

Figure 5.8 shows a schematic of the Fermi level pinning in $n$-GaN in the dark. In order to determine if the cw excitation power density of 4.6 kW/cm$^2$ for oxygen desorption corresponds to bent (Fig. 5.8) or flattened bands, we need to estimate the photogenerated carrier density. If the photogenerated carrier density remains below the extrinsic carrier density, then we would expect the bent band picture in the dark to remain valid. If the photogenerated carrier concentration exceeds the extrinsic carrier density, then we would expect that the increased positive surface charge decreases the band bending.

We can combine Eq. 4.16 with the measurement of the quantum well lifetime at room temperature from Appendix A to estimate the carrier density in GaN. We note that, since the carriers must be transferred from the GaN barriers to the quantum well, the quantum well lifetime is an upper bound on the GaN lifetime. If the decay time in GaN were slower, then the GaN would serve as a carrier reservoir for transfer to the quantum well at longer time scales. Also, the time-resolved PL measurements were performed for a 3 nm InGaN/GaN quantum well instead of the 2 nm InGaN/GaN quantum well used in this section. Nevertheless, as nonradiative recombination dominates the time-dependence of the 3 nm quantum well and both samples exhibit a strong temperature dependent PL intensity (Appendix A), we expect...
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the PL lifetime of 50 ps to be a valid estimate for the 2 nm thick quantum well in the microdisk. Finally, in order to arrive at an estimate of the volumetric carrier density in GaN, we divide by the GaN thickness (235 nm).

Substituting $\gamma^{-1} (300 \text{ K}) = 50 \text{ ps}$, $T_{\text{GaN}} = 0.56$ at the pump laser wavelength ($\lambda = 325 \text{ nm}$), $d = 235 \text{ nm}$ for the GaN layer thickness, and $\alpha \sim 1 \times 10^5 \text{ cm}^{-1}$ for the optical attenuation coefficient [180], we find

$$n_{\text{ph}} < 8 \times 10^{15} \text{ cm}^{-3}.$$ (5.6)

The ionized extrinsic carrier density was unable to be determined by Hall effect measurements due to the poor carrier mobility of the sample. Therefore, secondary ion mass spectroscopy measurements were carried out by an external contractor, EAG Laboratories, on the unprocessed epilayers. Fig. 5.9 shows the density profiles of the residual shallow donor impurities in GaN and AlN. $n_{\text{ph}}$ in the GaN remain less than the residual shallow donor concentrations of $8 \times 10^{16} \text{ cm}^{-3}$ for carbon, $1 \times 10^{17} \text{ cm}^{-3}$ for oxygen, and $7 \times 10^{16} \text{ cm}^{-3}$ for silicon, which are higher than the detection limitations of the SIMS technique (Table 5.3). Therefore, we expect the picture of the surface band bending in the dark to remain valid under cw optical pumping with the HeCd pump laser at 4.6 kW/cm$^2$.
### Table 5.3: Detection limits for secondary ion mass spectrometry depth profiling in the AlN and GaN layers as given by EAG Laboratories [214]. All concentrations are in cm\(^{-3}\).

<table>
<thead>
<tr>
<th>Element</th>
<th>AlN</th>
<th>GaN</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>(5 \times 10^{16})</td>
<td>(5 \times 10^{15})</td>
</tr>
<tr>
<td>O</td>
<td>(5 \times 10^{16})</td>
<td>(1 \times 10^{16})</td>
</tr>
<tr>
<td>Si</td>
<td>(1 \times 10^{17})</td>
<td>(3 \times 10^{16})</td>
</tr>
</tbody>
</table>

#### 5.4.3 Doping dependence

With the physical picture of band bending at the surface established (Fig. 5.8), the question of whether the optical changes originate at the surface or in the space charge region arises. Experimental work on \(m\)-plane GaN suggests that the surface band bending changes from 0.2 to 0.6-1.0 eV upon oxygen desorption [117, 215]. The space charge region width (\(L_{sc}\)) is expected to scale with the surface potential (\(\phi_b\)) in the abrupt junction approximation following [216],

\[
L_{sc} = \sqrt{\frac{2 \varepsilon_0 \varepsilon_f \phi_b}{q^2 N_d}},
\]

(5.7)

where \(\varepsilon_0\) is the vacuum permittivity, \(\varepsilon_f\) is the static dielectric permittivity, \(q\) is the fundamental charge, and \(N_d\) is the extrinsic carrier density. Evaluation of Eq. 5.7 for the \(uid\) (\(N_d \approx 3 \times 10^{16}\) cm\(^{-3}\)) GaN epilayers leads to \(L_{sc} = 140\) nm for \(\phi_b = 0.6\) eV, which is on the same order of the internode distance, \(L_{em} = \lambda/2n_{el1} \approx 100\) nm of the whispering gallery mode. Therefore, substantial overlap between the whispering gallery mode and the space charge region is expected, which would maximize the overlap integral in electromagnetic perturbation theory (Eq. 4.15) for any optical changes that may occur due to the changing width and electric field within the space charge region, by the Franz-Keldysh effect for example [18].

To test this hypothesis, two additional microdisk samples were fabricated side-by-side to minimize differences arising from the fabrication process. The first sample was fabricated from \(uid\) epilayers, and the second from heavily Si-doped (\(n^+ = 3 \times 10^{18}\) cm\(^{-3}\)) epilayers. For the \(n^+\) epilayers, \(L_{sc,n^+} = 8\) and 18 nm for \(\phi_b = 0.2\) and 1.0 eV, respectively. \(L_{sc,n^+}\) remains much less than \(L_{em}\) even in the most dramatic scenario for the change in band bending upon oxygen desorption. Therefore, if the space charge region were to contribute substantially to the observed redshift and broadening upon oxygen desorption, then differences in the spectral changes should hypothetically be expected between the two samples.

Figures 5.10(a) and 5.10(b) demonstrate no substantial differences in the redshift magnitude or rate for \(uid\) and \(n^+\) microdisks upon oxygen desorption under 4.6 kW/cm\(^2\) cw illumination and high vacuum (< 1 \times 10^{-3} mbar) at room temperature. Due to the lack of day-to-day reproducibility of the XeF\(_2\) etcher, \(\varnothing = 4.0\) \(\mu\)m microdisks with smaller relative \(\varnothing = 1.2\) \(\mu\)m silicon posts were selected for these experiments (Fig. 5.10(d)). Both samples were subjected
Figure 5.10: Photoinduced oxygen desorption using 4.6 kW/cm² illumination for (a) \textit{uid} and (b) $n^+ = 4.0 \, \mu m$ microdisks at room temperature and $< 1 \times 10^{-3}$ mbar. (c) Extracted redshift rate comparison for the two fastest shifting modes. (d) SEM cross-section of studied microdisk geometry. Reproduced from [205] under a Creative Commons license.
to a post-processing anneal in ammonia and then oxygen at 750 °C. The HeCd pump spot was further defocused to fully illuminate the microdisks. Both the overall magnitude and rate of change for the fastest-shifting modes is the same in both cases (Fig. 5.10(c)), suggesting that the space charge region does not play a role in the redshift and broadening observed upon oxygen desorption and that such changes are linked to the semiconductor surface.

Interestingly, in Fig. 5.10, the uid mode redshifts linearly with time whereas the n+ mode exhibits a slower initial redshift rate that asymptotically approaches the same redshift rate as the uid mode. This difference can be attributed to poor transport of photogenerated holes in the thin, high defect density epilayers. Outside the space charge region in the quasi-neutral material, the minority carrier (hole) diffusion length \( L_{d,h} \) is extrapolated to be on the order of 20 nm [149]. Inside the space charge region, drift occurs and the characteristic transport length is not known; recent work suggests that transport near the surface occurs by hopping through discrete defect states [217]. Therefore, in the uid epilayers, only holes photogenerated within or near the space charge region contribute to photoinduced oxygen desorption. Therefore, the initial dynamics of the n+ µPL are attributed to an increase in \( L_{sc,n^+} \) from a value below to a value exceeding this characteristic transport length in the space charge region such that the overall number of photogenerated holes contributing to oxygen desorption becomes the same in both cases.

### 5.5 Surface passivation

The previous section proved the important role of surface states for determination of III-nitride optical nanocavity performance in the blue spectral range. This section examines the effect of different surface passivation techniques. This is an entirely experimental, trial-and-error process borrowing various ideas from past scientific literature. Different surface passivations are sequentially performed on the same sample. Then, µPL spectroscopy is performed on the same microdisks under the same experimental conditions (spot size, temperature, illumination wavelength, spectrometer settings). \( Q \) factors are extracted from Lorentzian lineshape fittings on several nominally identical microdisks. Because higher order radial modes with low \( Q \) factors are persistent in the data set, only the top 15% of \( Q \) factors in each 0.2 eV spectral window are maintained. Linear regressions through the resulting data plots serve as guides for the eye.

The passivation strategies can be categorized into two groups, surface treatments and thin film coatings. Surface treatments do not add a foreign material to the surface. They include wet chemistry and annealing. On the other hand, thin film coatings attempt to conformally cover the sample surface with a new dielectric material. Surface treatments may precede or follow thin film coatings. When treatments and coatings are combined in this manner, it is mentioned explicitly in the text.

The following cleaning and passivation techniques were explored in this thesis:
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- Supercritical CO$_2$ drying following BHF
- Rapid thermal annealing (RTA) up to 850 °C (forming gas - 92% N$_2$ / 8% H$_2$, N$_2$, O$_2$, NH$_3$)
- (NH$_4$)$_2$S 20% aqueous solution
- Atomic layer deposition (ALD) of Al$_2$O$_3$ and HfO$_2$
- Plasma-enhanced chemical vapor deposition (PE-CVD) of Si$_3$N$_4$ and SiO$_2$
- Anisotropic wet etch, TMAH 25% at 40 °C
- Anisotropic wet etch, KOH 3 M at 30 °C

For the sake of completeness and the avoidance of future repetition, negative results are reported here. RTA in forming gas etched dislocation pits in the sample. RTA in O$_2$ at temperatures above 800 °C for extended periods of time ($>10'$) resulted in surface roughening (Fig. 3.7) and changes to the InGaN/GaN quantum well with this indium composition. ALD thin films and PE-CVD Si$_3$N$_4$ exhibited decreased optical performance likely due to absorption losses in the coating, also after subsequent RTA processing. Supercritical CO$_2$ and (NH$_4$)$_2$S produced no change in optical performance to within experimental error.

5.5.1 Surface treatments

Prior work on cleaning of GaN surfaces suggests that the BHF acid used to remove the residual HSQ (Fig. 3.1(e)) deposits fluorine atoms on the surface and removes any residual oxides [130, 218]. Multiple reports in the surface science literature suggest ammonia at $>500$ °C for cleaning GaN surfaces, including fluorine [130, 219, 220]. Fig. 5.11 shows the top 15% of $Q$ measured using µPL spectroscopy at 5 K over the same 7 nominally identical = 3.0 µm microdisks from Fig. 5.2.

The ammonia and oxygen surface treatment results in a broadband performance enhancement to state-of-the-art values beyond $Q = 1 \times 10^4$. The previous highest reported $Q$ values were 5500 for GaN microdisks around 450 nm / 2.76 eV [221] and 7300 at 413 nm / 3.0 eV for AlN microdisks [9]. Interestingly, a high energy cutoff appears, which is shifted from 2.87 to 2.92 eV by the optimized annealing treatment (Fig. 5.11(a)). Although quantum well absorption may play a role at higher energies, the 750 °C annealing temperature remains below the 880 °C threshold known to modify InGaN/GaN quantum wells [222]. Interestingly, a peak in the joint density of optically active surface states at 2.9 eV was predicted by theorists for $m$-plane GaN [80, 117] and Fermi level pinning at 2.9 eV above the valence band maximum was found by experimentalists working on GaN nanowires [223]. Therefore, the shift of the cutoff may possibly be attributable to a modification in the joint density of surface states by the RTA treatment.

The RTA surface treatment also improves the $Q$ of nanobeam photonic crystal cavities, as shown in Fig. 5.12. For these experiments, the same nanobeam cavities were measured after
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Q = 10,200 ± 300
E₀ = 2.614 eV

(a) Comparison of the same whispering gallery resonances for the standard 49% BHF treatment and then after 5′ in ammonia and oxygen at 750 °C each. Measurements were performed at 5 K under 1.6 kW/cm² cw optical pumping with the HeCd laser. Dashed lines are linear regressions through the top 15% of measured Q values reported here. The solid lines are high energy cut-offs. (b) Q value exceeds 1 × 10⁴ at 2.6 eV. The spectrometer resolution corresponded to a Q = 1.4 × 10⁴ and no deconvolution was performed. Reproduced from [205] under a Creative Commons license.

Figure 5.11: (a) Comparison of the same whispering gallery resonances for the standard 49% BHF treatment and then after 5′ in ammonia and oxygen at 750 °C each. Measurements were performed at 5 K under 1.6 kW/cm² cw optical pumping with the HeCd laser. Dashed lines are linear regressions through the top 15% of measured Q values reported here. The solid lines are high energy cut-offs. (b) Q value exceeds 1 × 10⁴ at 2.6 eV. The spectrometer resolution corresponded to a Q = 1.4 × 10⁴ and no deconvolution was performed. Reproduced from [205] under a Creative Commons license.
stripping HSQ in BHF after annealing in ammonia and nitrogen at 750 °C for 5’ each, and then after annealing in ammonia and oxygen at 750 °C for 5’ each. The samples used in these experiments had a different geometry than that explored in Chapter 4. A design with smaller holes in the taper was used [179]. 170 nm width was selected and 24-period $d_b = 70$ and $a_b = 119$ Bragg mirrors surrounded an 18-period linear taper to $d_c = 60$ and $a_c = 102$ nm central holes. Surprisingly, the ammonia and nitrogen surface RTA treatment resulted in worse performance than the BHF reference, whereas the ammonia and oxygen RTA treatment improved $Q$ factors above the BHF reference. Such findings reinforce the importance of oxygen to passivate the surface of optical devices.

### 5.5.2 Thin film coatings

The ideal thin film coating would encapsulate the entire photonic nanostructure, improving heat dissipation and protecting the nanostructure from the surrounding environment without increasing optical losses due to absorption or scattering. The complicated geometry of optical nanocavities necessitates use of a conformal coating technique capable of coating the interior of holes and the undersides of air-suspended structures. Although ALD is frequently praised for its conformality, the deposition from organometallic precursors at low temperatures results in substantial carbon incorporation into the thin films [224]. Several depositions were attempted with 3 nm thick ALD HfO$_2$ ($n_1 = 2.1$ at 450 nm measured by spectroscopic ellipsometry) and Al$_2$O$_3$ ($n_1 = 1.78$ at 450 nm measured by spectroscopic ellipsometry) layers deposited on surfaces treated with the optimized RTA annealing process. Significant $Q$ degradation was always observed, even after annealing the ALD-coated nanostructures in ammonia and oxygen at 750 °C. The additional losses are attributed to absorption by impurities of the ALD-deposited layers or a change in the GaN surface upon ALD deposition.
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With ALD eliminated, plasma-enhanced chemical vapor deposition (PE-CVD) of SiO$_2$ ($n_1 = 1.5$ at 450 nm) was adopted. SiO$_2$ was deposited from a silane and nitrous oxide plasma with the sample heated to 300 °C in an Oxford Plasmalab System 100. First, thick coatings were deposited on test structures in order to evaluate the conformality of the PE-CVD thin films, especially its ability to coat the bottom surface of microdisks or the interior surface of sub-100 nm diameter photonic crystal holes. Fig. 5.13 shows SEM cross-section images of thick conformal deposition on a cleaved test structure comprised of slits with varying sub-100 nm width. From these images, we conclude that PE-CVD is capable of conformally coating the undersurface of a microdisk cavity but not the interior surface of photonic crystal holes.

Next, 15 nm of PE-CVD SiO$_2$ was deposited on the same microdisks studied in Section 5.5.1. The optimized RTA treatment had already been performed on the sample prior to deposition. Fig. 5.14 shows the $Q$ factor dispersion at 5 K under 1.6 kW/cm$^2$ cw HeCd illumination of $d = 3.0$ μm microdisks compared to the uncoated reference. No filtering was performed to retain the highest $Q$ values, so Fig. 5.14(a) shows the complete data set from Fig. 5.11. Initially, the maximal $Q$ values from the coating are poorer than the bare surface and similar to the BHF-treated surface. However, annealing the coated sample for 5′ each in ammonia and oxygen at 750 °C reproduced the maximal $Q$ values of the RTA-treated bare surface. Therefore, we conclude that additional scattering losses from the addition of an extra dielectric interface are negligible and that the post-processing RTA treatment reduced surface absorption at the nitride-SiO$_2$ interface.

5.6 Gas tuning of nanobeam photonic crystals

The clear identification of photoinduced desorption leads to the question of the viability of resonance tuning by gas ad- and desorption. In the following experiment, the nanobeam geometry and the optimized annealed sample from Section 5.5 was used. A single nanobeam was selected for all subsequent measurements at room temperature. Each measurement cycle was carried out in the following manner: first, gas was desorbed from the nanobeam surface by 4.5 kW/cm$^2$ cw HeCd illumination for 40′ under a vacuum better than $5 \times 10^{-4}$ mbar. Then, the connection to the vacuum pump was closed and 100 mbar of impurity gas
Figure 5.14: Comparison of the same whispering gallery resonances for the (a) optimized RTA treatment, (b) after 15 nm SiO\textsubscript{2} deposition by PE-CVD, and (c) after a post-deposition RTA anneal. Measurements were performed at 5 K under 1.6 kW/cm\textsuperscript{2} cw optical pumping with the HeCd laser. No filtering of $Q$ values was performed. Dashed lines are guides to the eye.
was introduced.\footnote{The pressure response of the vacuum gauge to each gas was compensated \cite{225}.} \(\mu\)PL measurements were initially conducted under low intensity HeCd illumination (200 W/cm\(^2\)) to see if the modes shifted under low intensity illumination. Then, the intensity was increased back to 4.5 kW/cm\(^2\) and \(\mu\)PL spectra were continuously recorded with 2-4" integration time until the mode no longer shifted. The energies and FWHM of the fundamental and first-order cavity modes were extracted from Lorentzian line shape fits at each point in time and are plotted in Fig. 5.15.

![Figure 5.15: Tuning of (a) fundamental and (b) first-order photonic crystal cavity resonances by photoinduced gas adsorption using cw HeCd illumination at 4.5 kW/cm\(^2\). Each gas pressure is 100 mbar.](attachment:figure515.png)

We see that each gas yields a unique tuning curve. This is attributed to differing optical absorption by chemical-dependent surface state complexes for each gas. A reference measurement was performed because, without the vacuum pump actively purging the chamber, background atmospheric gas could enter the chamber and react with the surface. The leak rate was measured to be \(1 \times 10^{-5}\) mbar/s. We see that the control and helium nearly produce the same results, as expected for a noble gas.

Only O\(_2\) gas was observed to react spontaneously with the surface, meaning that under low intensity or without any illumination, the photonic crystal modes recovered. This observation indicates that photoinduced adsorption occurred for all other gases. Interestingly, the addition of 2% H\(_2\) to N\(_2\) (forming gas) resulted in the disappearance of the photonic crystal modes completely. Illumination of an oxygenated surface in forming gas resulted in the photonic crystal mode broadening and decreasing in amplitude without redshifting. This behavior is attributed to the reducing nature of H\(_2\) as compared to the oxidizing behavior of O\(_2\).

Previous publications of telecom wavelength photonic crystal cavity gas sensors monitored the change in the refractive index of the gas \cite{226, 227}. The maximum relative tuning range for refractive index sensing was \(\Delta \lambda / \lambda < 3 \times 10^{-4}\) in a specialized air cavity design \cite{227}. By monitoring the change in the III-nitride surface’s optical properties instead of a volume change...
of the refractive index in the gas surrounding the photonic crystal, the relative tuning range increases more than 100× to $\Delta \lambda / \lambda = 4 \times 10^{-2}$. Furthermore, the distinct chemical signature of each gas on the surface opens an additional dimension for chemical sensing in photonic crystals.

The tuning range from oxygen gas adsorption is more than 10 linewidths. Gas tuning offers more range than the piezoelectric bending scheme explored in Section 4.3. To tune a cavity in resonance with a two-level system or a laser line, one could imagine tuning the mode by varying the oxygen pressure and time before cutting the illumination, evacuation, and cooling below 200 K so that oxygen adsorption and desorption stops during subsequent experiments. $O_2$ adsorption offers the narrowest linewidths over the entire tuning range, but occurs spontaneously. Photoinduced adsorption could be used with other gases for increased control.

### 5.7 Conclusions

This chapter:

- Provided the conceptual background for whispering gallery resonances in multimode microdisk optical cavities.
- Explained why simulation cannot be used as a predictive tool due to the thick epilayers and absorptive, high refractive index silicon post.
- Showed that experimental spectra were reproducible only for relatively large diameter silicon posts.
- Demonstrated the sensitivity of the optical performance to adsorbed oxygen gas on the microdisk surface.
- Quantified surface state absorption losses exceeding 100 cm$^{-1}$ upon photoinduced oxygen desorption.
- Developed surface passivation techniques to improve optical performance.
- Actively tuned nanobeam photonic crystal resonances by (photoinduced) gas adsorption.
6 Conclusion

6.1 Summary of results

This thesis documents optical nanocavity development for short wavelength III-nitride quantum nanophotonics in LASPE at EPFL. Several tools have been developed that provide the requisite foundation for future solid-state quantum optical experiments in III-nitrides at sub-500 nm wavelengths. For characterization, a dedicated optical laboratory was constructed. To minimize integration times for photon counting experiments, a novel outcoupling scheme for nanobeam photonic crystals was proposed and experimentally verified. On the fabrication side, critical dimension control down to the single nanometer level was demonstrated. A detailed statistical study of nanobeam photonic crystal cavities combined both experiment and simulation to show that surface state absorption limits cavity $Q$ at short wavelengths. The last chapter explored the impact of surface states and their passivation on III-nitride nanophotonic resonator $Q$. Taken together, these results supply the high performance, stable, reproducible, tunable samples and facilities required for demanding, state-of-the-art nanophotonics experiments in this new materials system.

Because the UV fluorescence microscope implements a back-scattering geometry, photonic engineering can improve upon the fraction of light collected by the microscope objective. Without any photonic engineering, only a fraction $\left(1 - \frac{1}{\sqrt{1 - 1/n^2}}\right)/2 = 4.5\%$ for $n = 2.4$ of the spontaneously emitted radiation of an isotropic emitter embedded in a waveguide is coupled into free space, of which only a fraction is coupled into the microscope objective's light cone. This thesis introduced the concept of an outcoupler based on sub-harmonic (period $2a$) sidewall modulation in a photonic crystal (period $a$) cavity to controllably couple a fraction of the light inside the photonic crystal cavity into the microscope's light cone objective. Experimentally, the optimized outcoupler was shown to increase the collected far-field emission by nearly a factor of ten over the reference structure without any sidewall modulation. At a fixed number of photon counts, a tenfold increase in signal intensity decreases integration times for second-order intensity autocorelation measurements by a factor of 100.

To reach the strong coupling regime in cavity quantum electrodynamics, $Q$ values must exceed
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a threshold value for a given cavity geometry (Eq. 2.9). This thesis demonstrated a maximum nanobeam photonic crystal cavity $Q_{10} = 7,900$ at $\lambda_{10} = 442$ nm and $V_{10} = 0.5 \cdot (\lambda/n)^3$, greatly exceeding the threshold $Q = 4300$ for strong coupling at this wavelength. Moreover, 100% of measured $Q_{10}$ on nominally identical cavities exceeded the strong coupling threshold $Q$. Therefore, the nanobeam photonic crystal cavities have been developed such that their performance is “good enough” to embed a single photon emitter.

This thesis improved experimental $Q$ values by quantitative studies of the mechanisms contributing to experimental $Q$. The level of fabrication disorder deduced from algorithmic extraction of critical dimensions (hole size and position) from high magnification SEM images served as input for finite-difference time-domain simulations of disordered cavities. The simulations were able to explain the experimentally observed geometry dependence of $Q_{\text{exp}}$ with a single offset $Q_{\text{off}}$. As the offset $Q_{\text{off}}$ was lower than the simulated $Q_{\text{fab}}$ due to fabrication disorder, we concluded that experimental $Q_{\text{exp}}$ are not limited by fabrication disorder at the 1 nm level. Through a series of further simulations and experiments to disentangle the effects of surface roughness from bulk absorption from surface state absorption, surface state absorption constitutes the dominant loss mechanism, between 45 and 75% of the overall losses.

Subsequent efforts were devoted to understanding the role of the surface in III-nitride photonic nanocavities operating in the blue. The microdisk photonic cavity geometry was selected for study of surface effects due to its regularly spaced high $Q$ resonances over the complete bandwidth of interest. III-nitride nanocavities are unstable under intense above band gap illumination in vacuum due to photoinduced oxygen desorption from the III-nitride surfaces at room temperature. Oxygen desorption increases the effective refractive index and optical attenuation by surface states up to 100 cm$^{-1}$ in the microdisk geometry. The effect is non-saturable under vacuum, meaning that the photonic resonances disappear before the effect stops. However, an oxygen atmosphere nearly restores the photonic modes to their original position, providing a stable, reproducible measurement environment under high intensities. Due to nanobeam photonic crystal cavities’ larger surface-to-volume ratio, photoinduced oxygen desorption can be used to tune photonic resonances over 10 linewidths (up to 2 nm or 13 meV) at 425 nm or 2.918 eV. This result, in conjunction with the experimental tolerances on the cavity wavelength, could be used to fabricate and tune photonic crystal cavities in resonance with embedded two-level systems with high, reproducible experimental yield and/or for gas sensing applications.

Surface passivation proved vital to nearly doubling the state-of-the-art $Q$ factors of GaN microdisk resonators in the blue spectral range. A substantial amount of time and number of samples were sacrificed during the trials of various surface passivation techniques. Eventually, rapid thermal annealing at 750 °C in NH$_3$ and then O$_2$ provides the optimum improvement in microdisk $Q$, likely serving to clean and then oxygen passivate the III-nitride surface. The surface treatments can be combined with conformal SiO$_2$ coatings, which could serve in future devices as a protective cladding and heat sink. The annealed and SiO$_2$ coated microdisks
exhibited similar performance to the optimized untreated surface.

6.2 Future outlook

There are many possible future directions for integrated nanophotonics in III-nitrides. This section provides a short list of ideas for subsequent development:

- **Surface passivation:** Photoelectrochemical oxidation of GaN surfaces promises the growth of $\text{Ga}_2\text{O}_3$ films on GaN [228–230]. However, maintaining a smooth surface over several crystal orientations without preferentially etching the plentiful number of dislocation pits will require substantial process development. Regrowth of $\text{Al}_x\text{Ga}_{1-x}\text{N}$ films on finished structures by MOVPE is also an interesting possibility. The high quality of LASPE’s in-house material coupled with the TR-PL streak camera would be ideal for a fundamental study of GaN surface passivation techniques.

- **Squeezed light in nanolasers:** Several studies have already exhaustively explored the unique photon statistics of nanolasers near threshold [27, 29, 33]. However, no experimentalist, has, to the best of the author’s knowledge, examined a theoretical proposal for intensity-squeezed light generation in nanolasers [30]. Such a setup would require optical heterodyne measurements between the nanobeam photonic crystal cavity and a suitable laser, necessitating additional equipment investment and construction in the quantum optics laboratory. With the gas tuning, fabrication tolerances, and outcoupler presented in this thesis, LASPE would be in a strong position to carry out such measurements.

- **Electrically injected nanolasers:** Electrically injected nanolasers would be an interesting synthesis of the nanophotonics and tunnel junction development in LASPE [231]. Due to the poor electrical conductivity of the thin epilayers on silicon, such an effort would require a thermal management strategy. Either one could develop nanobeams using higher quality material and photoelectrochemical etching of a sacrificial layer and/or heat sink the nanobeam in a cladding material. Electrically driven nanolasers would not only be interesting for optical communication, but also possibly for biophotonics. Since GaN is chemically inert and biocompatible, one could penetrate a living cell with such a compact light source [232], or for optogenetics. The GaN surface may be functionalized [233], and the surface sensitivity of III-nitride nanophotonic structures could be exploited for detection of a useful substance in a cell.

- **Optical phased arrays for holographic projection:** A display comprised of optical antennas with individually controllable amplitude and phase could be used for holographic projection when fed by the same single mode laser. Such systems have already been realized at telecommunication wavelengths using active silicon nanophotonics [234] and in the red using passive silicon nitride [235] nanophotonic circuits. III-nitrides would be the ideal material for visible operation. The transposition of nanophotonic
technology from other semiconductors operating in the infrared, such as quantum well absorption [236] and carrier injection modulators [237], could be combined with LASPE’s expertise in lattice-matched InAlN/GaN epilayers to create integrated nanophotonic circuits in the visible. Such technology could alternatively be combined with nanolaser development for short distance optical communication.

- **Single photon emission from InGaN/GaN single quantum wells on silicon**: Appendix A shows that the $d_{\text{qwe}} = 3$ nm InGaN/GaN quantum well exhibits emission in a second higher energy band ($\sim 3.05$ eV) with low spatial density ($\sim 1 \times 10^9$ cm$^{-2}$), narrow linewidth ($\geq 135$ µeV), and stability up to 85 K. Although this emission currently occurs in a spectral window where the quantum well absorbs strongly, perhaps the sharp line emission or the quantum well’s absorption can be shifted to a spectral window where it would be possible to couple the emission to a nanobeam photonic crystal for cavity quantum electrodynamics experiments.

- **Deep level defects for quantum nanophotonics**: For quantum nanophotonic applications, working at such short wavelengths / high photon energies presents challenges for cavity $Q$ due to sub-gap surface state absorption and increased scattering losses. For c-plane GaN, for example, the cut-off energy for optical absorption by surface states is around 1.0 eV [114]. Furthermore, a quantum photonic device at the telecommunication wavelength $\lambda = 1.5$ µm would be more amenable for quantum communication networks. Recently, bright single photon emission at telecom wavelengths at room temperature was discovered in GaN-on-sapphire samples [238]. If this finding can be reproduced and engineered, then perhaps deep level defects in III-nitrides could be deterministically produced at a specific location and energy, such as is the case with silicon ion implantation in the diamond system [239], then the appeal of III-nitrides as a quantum nanophotonic platform would increase tremendously.
In this thesis, a single InGaN/GaN quantum well is employed as an internal light source, whose spontaneous emission is filtered through photonic crystal modes. Although the properties of the quantum well are not the principal focus of the thesis, its optical absorption complicates measurements of what the “bare” cavity $Q$ would be without the presence of this gain medium. Thus, one cannot fully understand the properties of the photonic crystal cavity while neglecting the internal light source; this appendix devotes space to its more detailed characterization.

Here, the optical properties of unprocessed 2 nm and 3 nm thick $\text{In}_{0.15}\text{Ga}_{0.85}\text{N}/\text{GaN}$ quantum wells on silicon (111) in both cw and time-resolved experiments are presented as functions of temperature, excitation wavelength, and power density. Special emphasis is placed on carrier localization and nonradiative recombination. The author would like to thank Dr. Gwénolé Jacopin for the TR-PL measurements and Irene Sànchez Arribas for the temperature-dependent PL measurements on the 3 nm thick quantum well sample.

As mentioned in Chapter 1, InGaN/GaN quantum wells depart from simple “toy” models of a particle in a 1D box. First, the spontaneous and piezoelectric polarizations create a $\sim\text{MV/cm}$ electric field for the typical $c$-axis growth direction. Second, indium alloy and quantum well width fluctuations create an energy landscape for carriers, resulting in a hybrid quantum dot/quantum well gain medium, whose 0D and 2D emission contributions depend on both the temperature and carrier density [27, 108, 240]. Measurements in this thesis were conducted at temperatures at or below room temperature. Because quantum confinement increases the exciton binding energy by a factor of 2-4 versus that of the bulk material [85], the exciton binding energy of bulk GaN is 26 meV [81], and a significant departure from the bulk GaN value is not expected for low indium contents [161, 241], we expect excitons in the InGaN/GaN quantum wells on silicon to be thermally stable under low density optical pumping. At high density optical pumping at or near the transparency threshold, the Mott transition to an electron-hole plasma will occur [85]. Based on the measurements in this thesis and in publications with collaborators [27], the transparency threshold ($\lambda = 325$ nm) occurs for power densities of $\sim 10$ W/cm$^2$ at 4 K and $\sim 10$ kW/cm$^2$ at room temperature with nonresonant pumping and for power densities of $\sim 10$ kW/cm$^2$ for $\lambda = 405$ nm resonant pumping at 4 K.
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(Section 4.5.2).

Therefore, we ascribe the 0D component of the emission to localized excitons (subscript “l”) and the 2D to free excitons (subscript “fr”). For commercial LEDs, the potential landscape is both a blessing and a curse; carrier localization enhances the likelihood of Auger recombination at high carrier densities, causing an efficiency droop under strong excitation intensity conditions [108]. At low intensities, however, localized excitons exhibit high radiative emission efficiency in a material that, according to prior wisdom from other compound semiconductors, should be too riddled with defects originating from the heteroepitaxy growth to be viable for optoelectronic devices.

The benefit from localized excitons only remains as long as carriers are trapped in local minima of the InGaN/GaN potential landscape. This necessitates two criteria: first, the “hot” injected carriers must become trapped in a local minimum before reaching a nonradiative defect. This condition is fulfilled as long as the localization-limited exciton diffusion length remains much less than the distance between nonradiative defects, which will be shown to be the case for our samples in this Appendix. As evidenced by AFM mappings (Figs. 4.18), the dislocation density for the thin III-nitride epilayers on silicon amounts to $3-4 \times 10^{10}$ cm$^{-2}$, which corresponds to an average separation of 50-60 nm between defects. This number should be regarded as a lower bound because AFM detects surface structural defects. Second, the excitons must remain trapped in the localization centers. As will be shown in the next section, the trapping depends on the depth of the confinement potential, the temperature, and the density of localization centers.

A.1 Theoretical model

In the low to moderate excitation regime, the PL emission is ascribed to photogenerated excitons (2D density $n_{ph}$). $n_{ph}$ is the sum of the localized and free exciton populations, which are described by temperature-dependent 2D densities $n_I(T)$ and $n_{fr}(T)$, respectively. If we assume that $n_I$ and $n_{fr}$ are in thermal equilibrium, then Saha’s law describes the ratio between the exciton populations [108]

$$\frac{n_{fr}(T)}{n_I(T)} = \frac{2M_x k_B T}{\pi \hbar^2 N_I} \exp\left(-\frac{E_{loc}}{k_B T}\right),$$

(A.1)

where $N_I$ is the number of available localized states,

$$N_I = \int_E \rho_I(E) dE,$$

(A.2)

where $\rho_I(E)$ is the localized exciton density of states per unit energy, $M_x$ is the in-plane total exciton mass, and $E_{loc}$ is the localization energy, e.g. the potential depth of localized excitons relative to free excitons.

1This assumption will be justified a posteriori.
Each subpopulation has an overall decay rate ($\gamma_{fr}$ or $\gamma_l$) that is the sum of nonradiative ($\gamma_{nr}$) and radiative ($\gamma_r$) decay rates, where

$$\gamma_{fr}(T) = \gamma_{fr,nr}(T) + \gamma_{fr,r}(T).$$

(A.3)

For both free and localized excitons, we assume a simple thermal activation process of the nonradiative recombination rate with activation energy $E_{fr,nr}$,

$$\gamma_{fr,nr}(T) = \gamma_{fr,nr}(\infty) \exp\left(-\frac{E_{fr,nr}}{k_B T}\right).$$

(A.4)

Localized excitons’ radiative recombination rate is temperature-independent, whereas free excitons’ radiative recombination rate decreases with increasing temperature because of the parabolic dispersion relation of exciton energy (Section 2.4.4) and only free excitons in the light cone ($k_\parallel \approx 0$) couple to radiation due to conservation of momentum [240],

$$\gamma_{fr,r}(T) = \left(\frac{n_1 E}{c}\right)^2 \frac{\Gamma_{0,r}}{6 M_x k_B T}.$$  

(A.5)

In Eq. A.5, $n_1$ is the refractive index and $\Gamma_{0,r}$ is the decay rate of excitons at $k_\parallel = 0$. The experimentally observed decay rate ($\gamma_{exp}(T)$) is the weighted average of the free and localized exciton decay rates,

$$\gamma_{exp}(T) = \frac{n_{fr}(T)\gamma_{fr,r}(T) + n_{l}(T)\gamma_{l,r}(T)}{n_{fr}(T) + n_{l}(T)}.$$  

(A.6)

The quantum well’s internal quantum efficiency can then be defined by dividing the radiative emission by the total emission,

$$\text{IQE} = \frac{n_{fr}(T)\gamma_{fr,r}(T) + n_{l}(T)\gamma_{l,r}}{n_{fr}(T)\gamma_{fr}(T) + n_{l}(T)\gamma_{l}}.$$  

(A.7)

We quantitatively analyze $n_{fr}$ using a model proposed by Xu et al. for InAs/GaAs heterostructures [242] and adapted for InGaN layers [243] valid in the low excitation density limit. Now, the density $n_{fr}'$ is defined to be both energy and temperature dependent, and relates to the overall localized carrier density by the formula,

$$n_{fr} = \int_E n_{fr}'(E, T) dE.$$  

(A.8)

More generally, $\gamma_{fr,r}(T) \propto T^{-d/2}$, where $d$ is the dimensionality of the quantum confined system. Therefore, exciton radiative decay rates in bulk, 2D, 1D, and 0D semiconductor systems follow $T^{-3/2}$, $T^{-1}$, $T^{-1/2}$, and $T$-independent dependencies, respectively.
The time evolution of $n'_l(E, T)$ is described by the rate equation,

$$\frac{dn'_l(E, T)}{dt} = R_l(E) - \gamma_{th} n'_l(E, T) \exp\left(\frac{E - E_{lt}}{k_B T}\right) + k_r \gamma_{th} f_c(T) \rho_l(E) - \gamma_l n'_l(E, T),$$

(A.9)

where $\rho_l(E)$ is modeled by a Gaussian distribution of states,

$$\rho_l(E) = \frac{N_l}{\sqrt{2\pi \sigma_l^2}} \exp\left(-\frac{(E - E_l)^2}{2\sigma_l^2}\right),$$

(A.10)

centered at energy $E_l$ with standard deviation $\sigma_l$. In Eq. A.9, the first term represents the optical pump rate. The second term signifies thermal excitation of localized excitons with energy $E$ to free states with energy $E_{lt}$ at an attempt-to-escape rate $\gamma_{th}$. The third term models carrier re-capture by localized states with rate constant $k_r \gamma_{th}$; the function $f_c(T)$ represents the fraction of delocalized carriers recaptured,

$$f_c(T) = \frac{1}{N_l} \int_{E'} n'_l(E', T) \exp\left(\frac{E' - E_{lt}}{k_B T}\right) dE'.$$

(A.11)

In Eq. A.9, the final term captures localized state recombination with total rate $\gamma_l$, which we assume to be energy-independent for simplicity.

The model represented by Eqs. A.9-A.11 predicts an “S”-shape of the PL energy with the maximum intensity ($E_{Pl}$) [243, 244]. Under steady-state conditions, $dn'_l(E, T)/dt = 0$, $E_{Pl}(T)$ follows a modified Varshni law, which can be found by setting $dn'_l(E, T)/dE = 0$,

$$E_{Pl}(T) = E_g(T) - x(T) k_B T,$$

(A.12)

where $E_g(T)$ is the normal bulk band gap behavior expected from the Varshni model (Eq. 2.14) and $x(T)$ is given by the solution to the transcendental equation,

$$xe^x = \frac{\gamma_{th}}{\gamma_l} \left(\frac{\sigma_l}{k_B T}\right)^2 - x \exp\left(\frac{E_{loc}}{k_B T}\right),$$

(A.13)

where

$$E_{loc} = E_l - E_{lt}. $$

(A.14)

Eq. A.13 admits a single solution. In the high temperature regime, $\frac{\gamma_{th}}{\gamma_l} \exp\left(\frac{E_{loc}}{k_B T}\right) \gg 1$, Eq. A.12 becomes

$$E_{Pl}(T) \approx E_g(T) - \frac{\sigma_l^2}{k_B T},$$

(A.15)
Hence, in this limit, this model reproduces the temperature dependence expected for emission from localized states in the tail of a Gaussian distribution [245].

**Physical interpretation**

The "S"-shape dependence of $E_{PL}$ can be explained with the help of the schematic diagram shown in Fig. A.1, which is an analogy to thermal annealing in an energy landscape. At 4 K, excitons remain trapped in whichever potential minima they initially relax into. From cryogenic temperatures up to a sample-dependent temperature $T_1$ ($\sim 70$ K for the samples considered here), excitons gain enough thermal energy to probe the nearby energy landscape, eventually moving to local energy minima in the spatial vicinity; $E_{PL}$ redshifts. Between $T_1$ and the delocalization temperature $T_2$ (160 K for the samples considered here), thermally activated nonradiative recombination quenches excitons before they can reach potential minima; the emission blueshifts and broadens. Above $T_2$, excitons are fully delocalized into 2D quantum well states, recovering a Varshni-like dependence of $E_{PL}$ with temperature (Eq. A.15) and further broadening the emission.

Figure A.1: Schematic explaining the "S"-shape dependence of $E_{PL}$ with temperature. (a) Localized excitons "frozen" at cryogenic temperatures. (b) Localized excitons move to local energy minima up to temperature $T_1 \sim 70$ K before radiative recombination. (c) Fast, thermally activated nonradiative recombination causes localized exciton to recombine before they reach local energy minima between $T_1$ and $T_2 \sim 160$ K. (d) Above $T_2$, thermal equilibrium shifts the exciton population in favor of free excitons. Adapted from Wang *et al.* under an open access license [246].
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A.2 Experimental optical properties

Two In$_{0.15}$Ga$_{0.85}$N/GaN quantum well samples with different thicknesses, $d_{qw} = 2$ nm (A3530) and $d_{qw} = 3$ nm (A2916/A3572), were studied by PL spectroscopy. To improve the collection efficiency in the backscattering geometry, a $\lambda/4n_{SiO_2} \approx 80$ nm thick SiO$_2$ layer was deposited on A2916 by PE-CVD, enabling measurements up to room temperature using nonresonant optical pumping. The sample A3530 remained uncoated, but exhibited stronger PL signal due to its thinner $d_{qw}$.

Photonic crystal nanobeams processed from the $d_{qw} = 3$ nm quantum well (A2916/A3572) were studied in several publications on nanolasers [13, 27]. Subsequent but nominally identical quantum wells were used in follow-on studies [14, 173]. Specifically, sample A3405 was explored in Sections 4.2, 4.4, and 4.5.4 of this thesis and for the oxygen desorption experiments on microdisks in Chapter 5 (A3572). The PL spectra and their temperature-dependence closely resemble the samples A2916/A3572 studied in this section.

Photonic crystal nanobeams processed from the $d_{qw} = 2$ nm quantum well (A3530) were studied in Sections 4.5.2 and 5.5. Subsequent but nominally identical wafers were used in the microdisk publication [205] and for the doping and passivation experiments on microdisks in Chapter 5 (A3360). Photonic crystals fabricated from a third nominally identical wafer (A3532) were utilized for the study on anisotropic wet etching (Section 4.5.5). The PL spectra and their temperature-dependence closely resemble the sample A3530 examined in this section.

Various experimental apparatus were used. The macro-PL measurement setup, which wasn’t introduced in Ch. 3, is introduced here. It consists of a cw HeCd pump laser at $\lambda = 325$ nm (Kimmon Koha), a closed cycle cryostat (Janis), and a Jobin-Yvon iHR 320 spectrometer with Peltier-cooled Synapse CCD. Optical pumping was conducted in an off-axis geometry with a spot size of $\sim 50$ $\mu$m and a NA = 0.25 lens was used to collect the PL. The TR-PL setup with the streak camera was already described in Section 3.2.6.

Steady-state photoluminescence

Figure A.2(a) shows the temperature-dependent PL spectra for the 3 nm thick quantum well. 50 W/cm$^2$ nonresonant cw optical pumping with a HeCd laser ($\lambda = 325$ nm) and 200 W/cm$^2$ resonant pumping with a diode laser ($\lambda = 405$ nm) were employed. The intensity was selected to remain in the low density excitation regime where the model based on Eq. A.9 remains valid; experimentally, this intensity corresponds to the maximum intensity at which no blueshifting of the emission occurs at the base temperature of 11 K. The peak at 2.2 eV is the yellow band defect emission from bulk GaN [81], while the peak at ~ 3.43 eV is the temperature-dependent GaN band edge emission, whose energy is shifted by the large tensile strain. The peak at 2.95 eV (Fig. A.2(b)) is comprised of emission from high-energy InGaN localization centers, and will be discussed in the last section of this Appendix.
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Figure A.2: Temperature-dependent macro-PL of 3 nm thick quantum wells under (a) 50 W/cm² cw optical pumping with $\lambda = 325$ nm and (b) 200 W/cm² cw optical pumping with $\lambda = 405$ nm. Wafer A2916 was used for non-resonant pumping and A3572 was used for resonant pumping, so the spectra are not strictly comparable.

Figure A.3: Temperature-dependent PL of 2 nm thick quantum well under cw resonant pumping with a $\lambda = 405$ nm laser. (a) Power dependence at 4 K measured in $\mu$PL. (b) Temperature dependence in macro-PL using 200 W/cm² intensity. The shoulder close to 3.0 eV at high temperatures is residual electroluminescence from the pump laser. Wafer A3530 was used for all measurements.
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For comparison, Fig. A.3 examines the PL of the $d_{qw} = 2$ nm quantum well. In order to achieve higher excitation intensities, the power-dependent resonant excitation experiments in Fig. A.3(a) were carried out in the $\mu$PL setup. The shoulder on the low energy side of the quantum well $\mu$PL is an LO phonon replica. At the highest intensity, a subtle shoulder appears on the high energy side, which may be indicative of the transition to an electron-hole plasma near the transparency threshold [85, 247]. Because the yellow band luminescence originates from the GaN barriers [81], the resonant pumping further increases the ratio of peak quantum well $\mu$PL intensity to peak yellow band $\mu$PL intensity to 1000. The sharp peaks in the yellow band are cosmic rays, which pass through the CCD during long integration times. Comparing the two quantum well thicknesses, the increase in $d_{qw}$ from 2 to 3 nm shifts $E_{PL}$ from 2.95 to 2.6 eV, as qualitatively expected for a quantum well based on the “toy” model with the quantum confined Stark effect presented in Section 2.4.4.

Keeping the general spectral features of Figs. A.2-A.3 in mind, Fig. A.4 shows the temperature dependence of the integrated PL intensity, which decreases by nearly four and three orders of magnitude when moving from base to room temperature for nonresonant and resonant pumping, respectively. A two-component Arrhenius law can be fit to the temperature-dependent integrated PL intensity. The fit equation is

$$\frac{I_{PL}(T)}{I_{PL}(11 \text{ K})} = \left[ C_1 \exp \left( - \frac{E_{a1}}{k_B T} \right) + C_2 \exp \left( - \frac{E_{a2}}{k_B T} \right) \right]^{-1}, \quad (A.16)$$

where $I_{PL}(T)$ is the temperature-dependent PL intensity, $C_1$ and $C_2$ are constants, and $E_{a1}$ and $E_{a2}$ are the activation energies for the nonresonant and resonant cases, respectively.

Figure A.4: Temperature-dependent integrated $\mu$PL intensity for the (a) 2 nm and (b) 3 nm quantum wells under cw optical pumping. 50 W/cm$^2$ and 200 W/cm$^2$ power densities were employed for the nonresonant ($\lambda = 325$ nm) and resonant ($\lambda = 405$ nm) cases, respectively. Dashed lines are fits to a two-component Arrhenius law (Eq. A.16). Fit parameters are given in Table A.1.
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$E_a$ are activation energies.

Table A.1 gives a list of the fit parameters for the two quantum wells in the low injection regime. The fits comprise two terms with drastically differing amplitudes and activation energies.

<table>
<thead>
<tr>
<th>Wafer</th>
<th>$d_{qw}$ (nm)</th>
<th>$\lambda$ (nm)</th>
<th>$C_1$</th>
<th>$E_{a_1}$ (meV)</th>
<th>$C_2$</th>
<th>$E_{a_2}$ (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A3530</td>
<td>2</td>
<td>325</td>
<td>$1.1 \times 10^6$</td>
<td>75</td>
<td>0.95</td>
<td>9</td>
</tr>
<tr>
<td>A3530</td>
<td>2</td>
<td>405</td>
<td>$6.1 \times 10^4$</td>
<td>94</td>
<td>51</td>
<td>24</td>
</tr>
<tr>
<td>A2916</td>
<td>3</td>
<td>325</td>
<td>$5.8 \times 10^5$</td>
<td>88</td>
<td>18</td>
<td>9</td>
</tr>
<tr>
<td>A3572</td>
<td>3</td>
<td>405</td>
<td>$8.8 \times 10^4$</td>
<td>86</td>
<td>30</td>
<td>17</td>
</tr>
</tbody>
</table>

Table A.1: Fit parameters for a two-component Arrhenius law fit to the temperature-dependent integrated PL intensity (Figs. A.2 & A.3).

Interestingly, $C_1$ and $E_{a_2}$ differ for near-resonant and nonresonant pumping on the same $d_{qw}$ samples. Because the nonresonant pumping relies upon the transfer of photogenerated electron-hole pairs or excitons from the bulk GaN barriers to the InGaN quantum well, the differing values are ascribed to thermally activated nonradiative recombination occurring in the GaN barriers. In the case of resonant pumping, we attribute $C_1 / E_{a_1}$ to the thermally activated nonradiative recombination of free excitons $E_{fr,nr} = E_{a_2}$. Since $C_2 / E_{a_2}$ dominate below $T_1$ in both samples, these values are assigned to thermally activated nonradiative recombination of localized excitons ($E_{l,nr} = E_{a_2}$).

The dependence of $E_{PL}$ with temperature are extracted from the spectra and plotted in Fig. A.5. Both quantum wells indeed exhibit an “S”-shaped temperature dependence of $E_{PL}$, with

![Figure A.5: Temperature dependence of $E_{PL}$](image)

Figure A.5: Temperature dependence of $E_{PL}$ (a) 2 nm and (b) 3 nm quantum well under cw 200 W/cm² resonant ($\lambda = 405$ nm) and cw 50 W/cm² nonresonant ($\lambda = 325$ nm) optical pumping. Dashed lines are $E_{PL}$ fits. Error bars are defined by the resolution of the large spectral window gratings used in such measurements. Fit parameters are given in Table A.2.
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$T_1 = 50 \, (80) \, K$ and $T_2 = 140 \, (150) \, K$ for the $d_{qw} = 2 \, (3) \, nm$ quantum well under nonresonant pumping. Resonant pumping increases the delocalization temperature and localization energy. This is because the resonant pumping excites a different population of localized states than those indirectly excited from the GaN barriers during nonresonant pumping [248].

To further support the idea that a different exciton population is excited, the FWHM for nonresonant pumping is greater than that for resonant pumping (Fig. A.6). For both $d_{qw} =$ 2 and 3 nm, the FWHM reaches a minimum in the vicinity of $T_1$, in accordance with the schematic presented in Fig. A.1. It broadens as the temperature is increased across $T_2$ and the exciton population is primarily free excitons.

The localized state emission model (Eqs. A.9-A.15) can be used to fit the experimental dependence of $E_{pl}$. The fit parameters are given in Table A.2. $E_l$ values are slightly blueshifted

<table>
<thead>
<tr>
<th>Wafer</th>
<th>$d_{qw}$ (nm)</th>
<th>$\lambda$ (nm)</th>
<th>$E_l$ (eV)</th>
<th>$E_{loc}$ (meV)</th>
<th>$\sigma_l$ (meV)</th>
<th>$\gamma_{th}/\gamma_l$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A3530</td>
<td>2</td>
<td>325</td>
<td>2.997</td>
<td>67</td>
<td>21</td>
<td>6.8</td>
</tr>
<tr>
<td>A3530</td>
<td>2</td>
<td>405</td>
<td>3.025</td>
<td>96</td>
<td>32</td>
<td>8.4</td>
</tr>
<tr>
<td>A2916</td>
<td>3</td>
<td>325</td>
<td>2.718</td>
<td>54</td>
<td>23</td>
<td>30</td>
</tr>
<tr>
<td>A3572</td>
<td>3</td>
<td>405</td>
<td>2.865</td>
<td>136</td>
<td>39</td>
<td>9.6</td>
</tr>
</tbody>
</table>

Table A.2: Fit parameters for the $E_{pl}$ temperature dependence under nonresonant pumping following the model of emission from a Gaussian distribution of localized states. The Varshni model parameters ($\alpha_V = 0.84 \, meV/K$ and $\beta_V = 774 \, K$) are derived from the values given in Table 2.1 using Vegard’s law without bowing.
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relative to the PL peak intensity. The values of $E_l$ and $E_{loc}$ are in agreement with the literature for InGaN/GaN quantum wells with similar thickness and composition [249, 250]. $\sigma_l$ is in accord with the 31.5 meV value found by Eliseev et al. in the high temperature limit [245]. Furthermore, the ratio of $\gamma_{th}$ to $\gamma_l$ justifies the a priori assumption that localized and free exciton distributions are in thermal equilibrium. The smaller ratio of $\gamma_{th}/\gamma_l$ should also be expected for $d_{qw} = 2$ nm due to faster radiative recombination in this sample. We note that the FWHMs corresponding to $\sigma_l$ are 49 and 54 meV for non-resonant pumping, which remain much less than the minimum experimental linewidths $\sim 125$ meV. This indicates that there is an additional source of inhomogeneous broadening in the system [247], such as strain inhomogeneities. This further evidences the poor quality of the single InGaN/GaN quantum well due to the high tensile strain for growth on silicon. Finally, $E_{loc}$ is seen to be deeper for resonant pumping on all samples and $\sigma_l$ is larger, reflecting the higher delocalization temperature and wider quantum well PL spectra observed under resonant pumping.

Time-resolved photoluminescence

Temperature-dependent TR-PL measurements were conducted on the $d_{qw} = 3$ nm sample (A2916) using a streak camera. Fig. A.7(a) shows the power dependence of the time-integrated PL intensity (arb. units) as a function of energy (eV) for non-resonant picosecond pulses at $\lambda = 280$ nm. Fig. A.7(b) shows the effect more clearly.

Figure A.7: TR-PL of 3 nm quantum well at 4 K and 80.5 MHz pumping using nonresonant picosecond pulses at $\lambda = 280$ nm. (a) Power dependence. (b) Time traces at 1.5 $\mu$J/cm$^2$ fluence evidencing the quantum confined Stark effect decreasing the decay rate (increasing the lifetime) of redshifted states. An excitonic picture is valid at such low fluences because the measured lifetime is nearly independent of power up to the highest measured fluence at 4 K. TR-PL at 4 K. The GaN band edge emission is visible. At high fluences, a high energy shoulder appears possibly indicating a cross over into the high density, electron-hole plasma regime is clearly present. In contrast to Fig. A.2(a), no localized state emission can be observed due to the limited dynamic range of the streak camera.

The decay rate clearly depends on energy due to exciton transfer from high energy to localized states in addition to the quantum confined Stark effect. Redshifted emission exhibits slower decay rates. By normalizing to the intensity at $t = 0$, Fig. A.7(b) shows this effect more clearly.
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The highest energy, 2.85 eV, exhibits a lifetime of 18 ns, whereas the lowest energy, 2.50 eV, decays with a lifetime of 105 ns, at the base temperature of 4 K. Although the model discussed in the previous sections does not account for the energy-dependent decay rate, we proceed by integrating the emission over energy at each point in time to arrive at a single decay transient. Although this step obscures many features of the underlying physics, this simplification connects the experimental results to the theoretical model, enabling order-of-magnitude estimates of the lifetimes and density of localization centers, \( N_l \).

Fig. 8 A.8(a) shows the temperature dependence of the average recorded experimental decay time, \( \gamma_{\text{exp}}^{-1} \), and the corresponding fit to Eqs. A.6. Parameters, such as the localization energy and activation energies for nonradiative recombination are held constant at the values determined in the previous section (\( E_{\text{loc}} = 54 \) meV, \( E_{\text{ln}} = 9 \) meV, and \( E_{\text{fr,nr}} = 75 \) meV). The free fit parameters in the model are \( N_l \) along with the various decay rates (Table A.3). Although there are five free parameters in a nonlinear model, the fit parameters can be deconvoluted based on physical intuition and experimental knowledge of the temperature-dependent lifetime (Fig. A.8(a)) and PL intensity (Fig. A.4(b), near-resonant pumping). First, \( N_l \) controls \( T_2 \). The radiative lifetime of localized excitons controls the experimental lifetime at 4 K. The

<table>
<thead>
<tr>
<th>( N_l ) ( (\text{cm}^{-2}) )</th>
<th>( \gamma_{\text{fr}}^{-1}) (ns)</th>
<th>( \gamma_{\text{ln}}^{-1}(\infty)) (ns)</th>
<th>( \gamma_{\text{fr,r}}^{-1}(4 \text{ K})) (ns)</th>
<th>( \gamma_{\text{fr,nr}}^{-1}(\infty)) (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 1 \times 10^{11} )</td>
<td>28</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Table A.3: Self-consistent fit parameters for the \( \gamma_{\text{exp}} \) temperature dependence under nonresonant pumping in Eq. A.6. Other parameters were held constant and were taken from the literature [81], the Arrhenius law fits (Table A.1) and the fit for \( E_{\text{pl}} \) (Table A.2). See text for details.
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The nonradiative lifetime of the localized excitons dominates the ∼ 38% relative IQE at ∼ 120 K and the ratio of the nonradiative to radiative free exciton lifetimes dictates the IQE at room temperature (∼ 0.1%). Note that the IQE is a relative number and does not include losses due to nonradiative recombination in the GaN barriers under nonresonant pumping at low temperatures.

The fit value of $N_l = 1 \times 10^{11} \text{ cm}^{-2}$ is several times larger than the observed dislocation density (Fig. 4.18), which is consistent with a high quantum well IQE at low temperatures. According to the fit model, the exciton population balance favors free excitons starting a temperature of around 125 K, in line with the observed $E_{\text{PL}}$ dependence. A further future development could be to tune the quantum well thickness, alloy composition, and growth conditions to push $T_2$ to higher temperatures via engineering of $E_{\text{loc}}$ and $N_l$.

The temperature dependence of each of the lifetimes is computed in Fig. A.9(a). Nonradiative recombination dominates localized exciton lifetime above ∼ 80 K and free exciton lifetime above 130 K. Furthermore, free excitons decay faster than localized excitons. Free excitons persist on timescales of hundreds of picoseconds when their emission dominates at temperatures above $T_2$, whereas localized exciton emission has lifetimes on the order of ∼ 8 – 20 ns when their emission dominates at temperatures below $T_2$.

Fig. A.9(b) shows the individual contributions of localized and exciton radiative emission to the overall IQE. The crossover from emission dominated by localized exciton radiative recombination to free exciton radiative recombination occurs around 100 K, e.g. before the exciton population becomes 50% free excitons at $T_2 = 125$ K. This is consistent with the experimental flattening of the FWHM broadening around this temperature (Fig. A.5(b), red).
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A.3 Localized state emission

During measurements of microdisks at cryogenic temperatures, a series of sharp peaks was observed on the high energy side of the $d_{qw} = 3$ nm quantum well (wafer A3572) emission beyond 3.05 eV. The origins of the peaks could not be attributed to photonic resonances for two reasons; first, strong absorption of the quantum well at such energies should strongly broaden and dampen resonances. Second, these peaks were also observed on unprocessed, reference areas of the sample without an air gap.

In order to distinguish between luminescence from GaN deep level defects [156] and InGaN/GaN quantum well localization centers [199], two additional samples were grown with and without the quantum well. A few faint lines were found around 3.1 eV on the sample without the quantum well, but their emission intensity, spatial concentration, and energy density were more than two orders of magnitude below the second $d_{qw} = 3$ nm sample, whose characteristics reproduced those of the material used in the microdisk sample (A3572). Therefore, the sharp lines are attributed to individual localization centers in the $\text{In}_{0.15}\text{Ga}_{0.85}\text{N}$ quantum well.

First, we can further analyze $\mu$PL measurements conducted on the oxygen-passivated microdisk sample (Fig. 5.11(a)) at higher energies to estimate the spectral and spatial energy density of the localization centers. Fig. A.10(a) shows the FWHM dispersion of 81 resonances measured and fit by Lorentzian functions over 12 nominally identical $\varphi = 3$ $\mu$m microdisks using 1.5 kW/cm$^2$ cw $\lambda = 325$ nm optical pumping at 5 K. No clear correlation between energy and FWHM is observed. 59 resonances occurred in the 100 meV wide energy window between 3.05 to 3.15 eV. Dividing this by the total microdisk area leads to an estimate of the localization
A.3. Localized state emission

center spatial and energy density at 3.10 eV,

\[ \rho_l(3.10 \text{ eV}, 5 \text{ K}) = 1 \times 10^9 \text{ cm}^{-2} \cdot \text{eV}^{-1}. \]  \hspace{1cm} (A.17)

Evaluation of Eq. A.10 using the fit parameters determined in the previous section leads to carrier densities of \( 6 \times 10^9 \text{ cm}^{-2} \cdot \text{eV}^{-1} \) if the experimental quantum well FWHM is used instead of \( \sigma_l \). Due to the large discrepancy, we conclude that the localized states at 3.10 eV must be of different physical origin than the localized states that make up the quantum well emission at \( \sim 2.7 \text{ eV} \).

Additional experimental data confirms this supposition. First, the macro-PL spectra at low excitation fluences exhibit a second distinct peak around \( \sim 3.0 \text{ eV} \) that is clearly separate from the quantum well emission (Fig. A.2(a)). The narrow linewidths (< 1 meV) and temperature stability up to 75 K (Fig. A.13, to be discussed subsequently) differs from the previous study of InGaN/GaN quantum well localization center emission, in which few meV linewidths and stable emission up to 20 K was demonstrated in a quantum well with the same thickness and indium concentration [199]. Naïvely, one would expect high energy emission in the quantum well to be less stable against temperature because the higher energy localized states should be closer to the continuum. One possible hypothesis that should be investigated in the future is that this emission emerges from V-shaped pits in the rough quantum well, which would tilt the exciton's dipole moment away from the +c-axis onto a semipolar crystal plane, reducing the detrimental effects of the quantum confined Stark effect and blueshifting the emission. This would mean that these localization centers could be intermediate to those observed on c-plane InGaN/GaN quantum wells [199] and InGaN/GaN dots grown by making a rough quantum well on nonpolar m-plane GaN surfaces [201, 251].

Fig. A.10(b) bins the peaks extracted from the microdisks into histograms. Emission at lower energies is difficult to fit due to the rising quantum well background emission. The dashed blue line shows a fit to a Gaussian distribution centered at 3.04 eV with 180 meV linewidth. Inversion of Eq. A.10 allows us to solve for the localization center density \( N_l \) because the spectral density at 3.10 eV is known (Eq. A.17). We find a localization center spatial density, \( N_l = 3 \times 10^8 \text{ cm}^{-2} \). Note that this should be considered as a lower bound, as the low energy peaks could not be fit due to the rising quantum well background. This density is several orders of magnitude below the localization center density of the quantum well found in the previous section. Interestingly, more than 50% of the emitters exhibit linewidths below 1 meV. This is attributed to faster radiative recombination due to the reduced quantum confined Stark effect for high energy localization centers and potentially an off-axis orientation of the exciton dipole.

With the origin of the emission identified and reproducibility between growths verified, a second chip from A3572 was patterned with 50 nm thick aluminum alignment markers using a standard lift-off electron beam lithography process [252]. These markers facilitated the study of the same localization centers for extended periods of time by allowing mechanical...
rescanning to combat sample drift. However, the process should be improved in the future by creating etched mesas instead of alignment markers to both boost the light extraction and drop the quantum well background [201] in addition to passivating the surface in a thick PE-CVD SiO\textsubscript{2} layer to improve the long-term stability.

We conducted spatial mappings near the markers to find positions with sharp localization emission lines. A hyperspectral $\mu$PL mapping at base temperature using 55 W/cm\textsuperscript{2} $\lambda = 266$ nm cw optical pumping at 4 K. The step size was 0.4 $\mu$m. The white star indicates the spatial position of a (b) sharp (FWHM $\sim 130 \pm 30$ $\mu$eV) line exhibiting nearly instrument-limited resolution ($\sim 100 \pm 30$ $\mu$eV) recorded using the 1800 lp/mm grating in second order.

266 nm cw optical pumping was performed over a $10 \times 10$ $\mu$m\textsuperscript{2} area in 0.4 $\mu$m steps. The energy $E_0 = 3.085$ eV is selected to demonstrate the low spatial localization center density in Fig. A.11(a), where 4 localization centers are found. The objective was then shifted to the point demarcated by the white star. Fig. A.11(b) shows a high resolution spectra recorded using the 1800 lp/mm grating in second order. The measured linewidth of $130 \pm 30$ $\mu$eV is principally limited by the spectral resolution at this energy, 100 $\mu$eV. To the best of the author’s knowledge, this is the smallest reported linewidth for emission by localization centers in InGaN/GaN $c$-plane quantum wells. This demonstrates the clear potential of these centers for quantum photonics applications. Furthermore, such narrow linewidths reinforce speculation that emission originates from a small localization center, as InGaN/GaN localization centers are known to be vulnerable to spectral diffusion [200].

After moving to a second spatial location “2,” Fig. A.12 shows the power dependence of the sharp lines at base temperature under cw $\lambda = 325$ nm optical pumping. In Fig. A.12(a), the sharp lines at low power densities are due to cosmic rays striking the CCD detector during the few minute integration times. We select two modes separated by 1.2 meV in the vicinity of 3.085 eV for quantitative analysis.
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Figure A.12: Power-dependent μPL spectra at 4 K using $\lambda = 325$ nm optical pumping on Location 2. (a) Raw spectra. Spurious lines at low power densities are due to cosmic rays. Two lines around 3.085 eV are selected for Lorentzian lineshape fitting. (b) Extracted Lorentzian amplitude as a function of optical pump intensity. Dashed red lines are fits to a power law with exponent $m$. (c) Extracted peak energy dependence showing increased splitting. (d) Extracted linewidth broadening of the low energy (black) mode.
Appendix A. InGaN/GaN Single Quantum Wells on Si (111)

Fig. A.12(b), (c), and (d) plot the power dependence of the peak intensity, shift, and FWHM, respectively. We see that the energy splitting between the two lines increases and the lower energy line broadens. The lower energy mode (black) exhibits a nearly linear input-output characteristic, whereas the blue line exhibits a superlinear power dependence. Although one could tentatively assign the black and blue modes to exciton and biexciton emission, respectively, power dependent measurements over several spatial positions (not shown) reveal power law exponents ranging from 0.5 to 2.1. It is known that multi-excitonic complexes in InGaN/GaN localization centers can exhibit both binding and anti-binding excitonic behavior [200]. In a given spatial position, the assignment of closely spaced lines to the same localization center requires careful jitter, polarization, and power-dependent measurements [200, 253], which are beyond the scope of the current work.

Figure A.13 explores the temperature dependence of the sharp line at 3.085 eV on Location 2 under 200 W/cm\(^2\) cw \(\lambda = 325\) nm optical pumping. At 4 K, the peak at 3.085 eV is most prominent. As temperature increases beyond 30 K, new peaks appear in the vicinity of 3.03 eV. We attribute this to the ability of localized excitons to move about the energy landscape with increasing temperature (Fig. A.1(b)) and to find new potential minima. As expected for thermally activated nonradiative recombination, the intensity relative to the continuum emission at 3.01 eV decreases with temperature. At 80 K (not shown), the peak at 3.085 eV disappears but the peaks at 3.03 remain. We attribute this to thermal excitation of the excitonic complex to the continuum of quantum well states (Fig. A.1(c)).

The inset in Figure A.13(a) zooms in on the region of interest around the sharp line at 3.085 eV.
As temperature increases, the line redshifts and broadens. Besides these obvious features, the lineshape evolves with temperature, exhibiting a high energy shoulder at base temperature and growing a broad pedestal-like base as the sample is heated. The lineshape and its evolution resemble prior work on $m$-plane InGaN/GaN quantum dots [201, 251].

Lorentzian lineshape fits were performed for the mode at $E_0$ and the results are plotted in Fig. Figure A.13(b). The redshift follows a clear, parabolic Varshni dependence at low temperatures (Eq. 2.14) with fit $\alpha_V = 0.58$ meV/K. If one inverts Vegard’s law to solve for composition, this $\alpha_V$ value would correspond to the alloy In$_{0.68}$Ga$_{0.34}$N ($E_g = 1.3$ eV), far from the expected stoichiometry of the quantum well In$_{0.15}$Ga$_{0.85}$N. Thus, one could speculate that the emission could originate from a tiny, indium rich cluster on a semipolar surface. The redshift with temperature is consistent with previous studies on $c$-[200] and $m$-plane [201, 251] InGaN/GaN localization centers.

The extracted linewidths can be fit to a simple model [200],

$$\text{FWHM}(T) = \text{FWHM}(0) + \alpha_I T + \beta_I \exp\left(\frac{-E_{\text{th},I}}{k_B T}\right),$$  

where $\alpha_I$ describes broadening by acoustic phonons and the final term represents thermally-activated dephasing into the continuum of InGaN states with rate constant $\beta_I$ and activation energy $E_{\text{th},I}$. The fit parameters are FWHM(0) = 640 $\mu$eV, $\alpha_I = 3.7$ $\mu$eV/K, $\beta_I = 11$ meV, and $E_{\text{th},I} = 23$ meV. Our fit values are between those found by Seguin et al. for a $d_{qw} = 2$ nm quantum well ($\alpha_I = 1.7$ $\mu$eV/K, $\beta_I = 36$ meV, $E_{\text{th},I} = 31$ meV) [200] and by Wang et al. for similar indium content $d_{qw} = 3$ nm $m$-plane quantum wells ($\alpha_I = 9$ $\mu$eV/K, $E_{\text{th},I} = 40$ meV) [201]. Using Eq. A.1, we can exploit the extracted localization energy and the delocalization temperature (85 K) to again arrive at an estimate of the localization center density, $N_l = 6 \times 10^9$ cm$^{-2}$. This value corresponds to an average distance between localization centers of $\sim 130$ nm, remaining several orders of magnitude below the InGaN/GaN quantum well localization density determined in the previous section.

The polarization dependence of the $\mu$PL of Location 2 was measured under 500 W/cm$^2$ cw $\lambda = 325$ nm optical pumping at 30 K. Note that there may have been a slight positioning offset or surface deposition with the prior measurements, so the spectral shape has changed slightly relative to previous measurements. Fig. A.14(a) shows the results. Arrows indicate the previously studied sharp line at 3.085 eV (black), a faint line at 3.048 eV (blue), and the broad emission at 3.01 eV (red). Fits were conducted for each polarization angle to extract the peak intensity (Fig. A.14(b)) and position (Fig. A.14(c)). The three lines exhibit a high degree of linear polarization (DOLP),

$$\text{DOLP} = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}} = 0.67,$$

with peaks at 40° (3.085 eV), 100° (3.048 eV), and 130° (3.01 eV). The separations by 60° and 30° may indicate that the localization center(s) reflect(s) the underlying symmetry of the wurtzite crystal lattice. The lack of energetic shifts with polarization angle (Fig. A.14(c)) to within the
Figure A.14: (a) Polarization dependence of Location 2 under under 500 W/cm² cw $\lambda = 325$ nm optical pumping at 30 K measured by rotating the $\mu$PL signal using a $\lambda/2$ waveplate before a wire grid polarizer in the detection line. Arrows indicate energies of interest for subsequent fits of (b) peak intensity and (c) peak position.

spectral resolution (gray shaded area) provides evidence for either an extremely small or very large fine structure splitting, e.g. that the localization center is either symmetric or highly antisymmetric.

Summary

This Appendix studied the optical properties of single In$_{0.15}$Ga$_{0.85}$N/GaN quantum well gain media on silicon using PL spectroscopy. The main findings of this Appendix are:

- Under low intensity excitation, quantum well luminescence originates from bosonic excitons, which are localized at low temperatures ($< 120$ K) or free at higher temperatures.

- Under high intensity excitation, quantum well luminescence is due to a fermionic electron-hole plasma. The transition between excitonic and fermionic behavior occurs when the excitation density in the quantum well approaches the transparency threshold.

- The radiative efficiency of the quantum well is strongly temperature dependent due to thermally activated nonradiative recombination. The relative efficiency at room temperature compared to 4 K is:
  - $\sim 10^{-4}$ for nonresonant pumping of the barriers.
  - $\sim 10^{-3}$ for near-resonant pumping of the quantum well.
• The transparency threshold depends strongly on temperature.

• The transparency threshold is reached for \( \sim 10 \text{ W/cm}^2 \) for nonresonant pumping and \( \sim 10 \text{ kW/cm}^2 \) for near-resonant pumping at 4 K.

• The energy at which maximum quantum well PL intensity occurs exhibits an “S”-shaped temperature dependence due to a shift in thermal equilibrium between localized and free exciton populations in the low density limit.
  - The depth of the confinement potential is between 50 and 120 meV.
  - The depth of the confinement potential depends on the excitation conditions.
  - The spatial density is \( \sim 1 \times 10^{11} \text{ cm}^{-2} \), which is larger than the observed dislocation density, \( 3 - 4 \times 10^{10} \text{ cm}^{-2} \).
  - The peak spectral density is \( \sim 2 \times 10^{13} \text{ cm}^{-2} \cdot \text{eV}^{-1} \).
  - The crossover from localized (0D-like) to free (2D-like) exciton populations occurs between 120 and 160 K.

• Below the transparency threshold, the lifetime of the quantum well emission at 4 K is around 30 ns and is dominated by radiative recombination of localized excitons.

• Below the transparency threshold, the lifetime of the quantum well emission at room temperature is around 100 ps and is dominated by nonradiative recombination of free excitons.

• A second population of localization centers in the InGaN/GaN quantum wells occurs at energies above the quantum well emission, \( \sim 3.04 \text{ eV} \).
  - The depth of the confinement potential is \( \sim 22 \text{ meV} \).
  - The emitter distribution could be a Gaussian centered at 3.04 eV with 180 meV FWHM.
  - The spatial density is estimated to be between \( 2 \times 10^{8} \) and \( 6 \times 10^{9} \text{ cm}^{-2} \), two to three orders of magnitude lower than first population of quantum well localization centers.
  - The spectral density is \( \sim 1 \times 10^{9} \text{ cm}^{-2} \cdot \text{eV}^{-1} \) at 3.1 eV.
  - Speculative hypotheses about the physical origins of the emission are:
    * Emission emerges from small, indium rich clusters on semipolar surfaces.
    * The centers inherit symmetry from the wurtzite lattice.
  - Linewidths approaching the resolution limits of the measurement equipment have been recorded.
  - Their emission may be useful for single photon emitters pending future antibunching measurements.
B Volume Current Method

The change in the imaginary frequency (and $Q_{sr}$) due to surface scattering can be calculated using the volume current method [77, 254]. We start with Maxwell’s harmonic wave equation for the function describing the photonic crystal cavity’s relative permittivity, $\varepsilon(r')$

$$\nabla \times \left( \nabla \times E(r') \right) = \frac{\omega^2}{c^2} \varepsilon(r') E(r'). \quad \text{(B.1)}$$

Now, we add a small perturbation to the dielectric function due to surface roughness or waviness, $\varepsilon(r') = \varepsilon^{(0)}(r') + \varepsilon^{(1)}(r')$. A perturbative solution to Eq. B.1 is

$$E(r') = E^{(0)}(r') + E^{(1)}(r'), \quad \text{(B.2)}$$

where $E^{(0)}(r')$ is the solution to Eq. B.1 in the absence of $\varepsilon^{(1)}(r')$. In this work, $E^{(0)}(r')$ is computed by the FDTD method.

Substituting Eq. B.2 into Eq. B.1 and retaining first-order terms results in,

$$\nabla \times \left( \nabla \times E^{(1)}(r') \right) = \frac{\omega^2}{c^2} \varepsilon^{(0)}(r') E^{(1)}(r') + \frac{\omega^2}{c^2} \varepsilon_r^{(1)}(r') E^{(0)}(r'). \quad \text{(B.3)}$$

Eq. B.3 resembles a standard Maxwell’s equation in the perturbed field, with the last term corresponding to a polarization current source, $J(r') = -i \omega \varepsilon_0 \varepsilon^{(1)}(r') E^{(0)}(r')$.

In analogy to Eqs. 4.15 and 4.21, the expression for the polarization current must be corrected when shifting high refractive index contrast boundaries. The parallel component of the electric field and the perpendicular component of the displacement field are used [255],

$$J^{(1)}(r') = -i \omega \Delta z \sum_{i=1}^{M} \left\{ \varepsilon_0 \varepsilon^{(1)}(r', z_i) E^{(0)}(r', z_i) - [\varepsilon^{(1)}(r', z_i)]^{-1} D^{(0)}(r', z_i) \right\} \quad \text{(B.4)}$$
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where the perturbation is assumed to be broken into \( M \) slices parallel to the \( xy \) plane, each with height \( \Delta z \).

for a suitable harmonic perturbation, such as the sidewall grating outcoupler (section 4.4), the zeroth- and first-order far-fields may interfere coherently [77]. Therefore, the zeroth-order far fields must be included. the far fields can be computed from the FDTD-calculated electromagnetic near fields \( (E^{(0)}, H^{(0)}) \) in the perturbation plane by defining effective surface electric \( (J_s) \) and magnetic \( (M_s) \) currents [174].

\[
J_s^{(0)}(\mathbf{r}') = \hat{n} \times \mathbf{H}(\mathbf{r}') = -H_y(\mathbf{r}') \hat{x} + H_x(\mathbf{r}') \hat{y}, \tag{B.5}
\]

\[
M_s^{(0)}(\mathbf{r}') = -\hat{n} \times \mathbf{E}(\mathbf{r}') = E_y(\mathbf{r}') \hat{x} - E_x(\mathbf{r}') \hat{y}. \tag{B.6}
\]

the overall electric current is then \( J_s(\mathbf{r}') = J_s^{(0)}(\mathbf{r}') + J_s^{(1)}(\mathbf{r}') \) and the overall magnetic current is eq. B.6.

the far-field projected on a sphere of radius \( |\mathbf{r}| \gg \lambda \) can be found using a Green's function formalism for the retarded vector potentials \( A(\mathbf{r}) \) and \( F(\mathbf{r}) \) [174],

\[
A(\mathbf{r}) \approx \frac{\mu_0}{4\pi} \frac{e^{-ik_0|\mathbf{r}|}}{|\mathbf{r}|} \int_V J_s(\mathbf{r}') e^{ik_0(\mathbf{r} \cdot \mathbf{r}')} d^2 \mathbf{r}', \tag{B.7}
\]

\[
F(\mathbf{r}) \approx \frac{\varepsilon_0}{4\pi} \frac{e^{-ik_0|\mathbf{r}|}}{|\mathbf{r}|} \int_V M_s(\mathbf{r}') e^{ik_0(\mathbf{r} \cdot \mathbf{r}')} d^2 \mathbf{r}'. \tag{B.8}
\]

Because

\[
k_0 \hat{r} \cdot \hat{r'} = \frac{k_0}{|\mathbf{r}'|} (xx' + yy'),
\]

the integrals in eqs. B.7-B.8 can be viewed as the 2D Fourier transforms of the \( i \)'th slice of the surface electric current

\[
\tilde{N}(\theta, \phi) := \text{FT}_2 \left[ J_s^{(0)}(\mathbf{r}) \right] + \sum_{i=1}^{M} \text{FT}_2 \left[ J_s^{(1)}(\mathbf{r}, z_i) \right], \tag{B.9}
\]

and surface magnetic current,

\[
\tilde{L}(\theta, \phi) := \text{FT}_2 \left[ M_s^{(0)}(\mathbf{r}) \right], \tag{B.10}
\]

where \( k_x = k_0 x / |\mathbf{r}| = k_0 \sin \theta \cos \phi \) and \( k_y = k_0 y / |\mathbf{r}| = k_0 \sin \theta \sin \phi \). Then, the retarded vector potentials are simply [174]

\[
A(\mathbf{r}) \approx \frac{\mu_0}{4\pi} \frac{e^{-ik_0|\mathbf{r}|}}{|\mathbf{r}|} \tilde{N}(\theta, \phi) \tag{B.11}
\]
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\[ F(r) \approx \frac{\varepsilon_0}{4\pi} e^{-ik_0|r|} \frac{1}{|r|} \tilde{L}(\theta,\phi). \]  

(B.12)

After such a derivation, a physical interpretation is instructive. Eqs. B.9-B.12 indicate that scattering losses arise from the components of the Fourier transform lying within the light cone of the product of the initial electric field, \( \mathbf{E}^{(0)}(\mathbf{r}) \), and the dielectric perturbation, \( \varepsilon^{(1)}(\mathbf{r}) \). Using the convolution theorem, the physical interpretation could be restated; scattering losses originate from the Fourier components lying within the light cone of the convolution of the Fourier transform of the initial electric field, \( \tilde{\mathbf{E}}^{(0)}(\mathbf{k}) \), c.f. (Fig. 4.13) with the Fourier transform of the spatial perturbation, \( \tilde{\varepsilon}^{(1)}(\mathbf{k}) \). This confirms the physical insight into the working principle underlying the grating outcoupler: the photonic crystal cavity mode's electric field profile is peaked at \( k_x = \pm \pi/a \). Convolving this with a sinusoidal perturbation with twice the spatial period (peaked at \( k_x = \pm \pi/2a \)) shifts a “copy” of the photonic crystal cavity peak to \( \mathbf{k}=\mathbf{0} \), where it can propagate to the far field at normal incidence.

Only the transverse fields radiate power through the half-sphere at position \( \mathbf{r} \). However, the vector fields \( \tilde{\mathbf{N}}^i \) and \( \tilde{\mathbf{L}}^i \) are still in Cartesian coordinates. Their projection into spherical coordinates is

\[
\begin{align*}
\tilde{N}_\theta &= (\tilde{N}_x \cos \phi + \tilde{N}_y \sin \phi) \cos \theta - \tilde{N}_z \sin \theta, \\
\tilde{N}_\phi &= -\tilde{N}_x \sin \phi + \tilde{N}_y \cos \phi.
\end{align*}
\]

(B.13)  

(B.14)

The power \( P \) radiated through a half-sphere enclosing the nanobeam photonic crystal can now be calculated [174],

\[
P_{sr} = \frac{Z_0}{\lambda^2} \int_0^{\pi/2} \! \int_0^{2\pi} \sin \theta \left( \left| \tilde{N}_\theta + \frac{1}{\eta} \tilde{L}_\phi \right|^2 + \left| \tilde{N}_\phi - \frac{1}{\eta} \tilde{L}_\theta \right|^2 \right) \! d\phi \! d\theta,
\]

(B.15)

where \( Z_0 \) is the impedance of free space, about 377 \( \Omega \). Through inspection of Eqs. B.11-B.12 and Eq. B.15, the scattering losses are expected to scale with the surface roughness/waviness amplitude as \( \Delta z \) for coherent scattering and as \( (\Delta z)^2 \) for incoherent scattering. In analogy to the simple harmonic oscillator, \( Q_{sr} \) can be defined by the amount of energy stored in the resonator \( U \) (Eq. 4.21, denominator) times the frequency divided by the energy loss rate,

\[
Q_{sr} = \frac{2\pi c}{\lambda} \frac{U}{P_{sr}}.
\]

Combined with the \( \lambda^{-2} \) scaling of \( P_{sr} \), \( Q_{sr} \) is therefore expected to scale as \( \lambda^3 \). Therefore, \( Q_{sr} \) is expected to be nearly \( 40 \times \) smaller at \( \lambda = 450 \text{ nm} \) compared to telecommunication wavelengths (\( \lambda = 1.55 \mu\text{m} \)), ceteris paribus.
Due to the normalization of the fields in the FDTD simulation, $P_{sr}$ must be rescaled to yield $Q_{sr}$. The following normalization,

$$Q_{sr} = \frac{Q_{th}}{g_S} \frac{P_{sr}^{(0)}}{P_{sr}^{(1)}}$$

(B.16)

reproduces the scattering losses calculated by the FDTD method for the sidewall grating outcoupler (Fig. B.1). Here, $Q_{th}$ is the FDTD-calculated $Q$ factor with a smooth surface, $g_S$ is the fraction of power lost through the considered surface in the FDTD simulation (around 0.27 for the top surface and fundamental mode), $P_{sr}^{(0)}$ is the (zeroth-order) value of Eq. B.15 computed for the smooth surface, and $P_{sr}^{(1)}$ is the full loss for the rough/wavy surface when adding the first- and zeroth-order fields coherently.

In summary, the relevant physical consequences of scattering by surface perturbations in photonic crystal cavities are:

- $Q_{sr} \propto \lambda^3$, a similar power dependence as for Rayleigh scattering.
- For harmonic surface roughness or waviness, coherent scattering results in $Q_{sr}$ inversely proportional to the surface roughness amplitude.
- For random surface roughness or waviness, incoherent scattering results in $Q_{sr}$ inversely proportional to the surface roughness amplitude squared.
- The far-field profile of a photonic crystal cavity mode is related to the near-field by a two-dimensional Fourier transform.
- Far-field scattering losses originate from the convolution of the 2D Fourier transform of the cavity mode’s electric field profile with the 2D Fourier transform of the surface roughness/waviness perturbation.
  
  - Only spatial frequencies of the convolution falling within the light cone generate scattering losses.
  
  - For the nanobeam photonic crystal cavity, the surface perturbation must contain sizable components on the spatial frequency interval \([\pi/a - 2\pi/\lambda \leq |k_x| \leq \pi/a + 2\pi/\lambda]\).
This section lists all abbreviations and variables used in this thesis.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full description</th>
</tr>
</thead>
<tbody>
<tr>
<td>LED</td>
<td>Light-emitting diode</td>
</tr>
<tr>
<td>VCSEL</td>
<td>Vertical cavity surface-emitting laser</td>
</tr>
<tr>
<td>SPS</td>
<td>Single photon source</td>
</tr>
<tr>
<td>OPSL</td>
<td>Optically pumped semiconductor laser</td>
</tr>
<tr>
<td>QIP</td>
<td>Quantum information processing</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>$k=0$ point in band structure</td>
</tr>
<tr>
<td>$\varnothing$</td>
<td>Diameter</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
</tr>
<tr>
<td>$\mu$PL</td>
<td>Micro-photoluminescence spectroscopy</td>
</tr>
<tr>
<td>$\mu$Raman</td>
<td>Micro-Raman spectroscopy</td>
</tr>
<tr>
<td>BHF</td>
<td>Buffered hydrofluoric acid</td>
</tr>
<tr>
<td>TMAH</td>
<td>Tetramethylammonium hydroxide</td>
</tr>
<tr>
<td>HSQ</td>
<td>Hydrogen silsesquioxane</td>
</tr>
<tr>
<td>ALD</td>
<td>Atomic layer deposition</td>
</tr>
<tr>
<td>(ICP)-RIE</td>
<td>(Inductively coupled plasma) reactive ion etching</td>
</tr>
<tr>
<td>AFM</td>
<td>Atomic force microscopy</td>
</tr>
<tr>
<td>RMS</td>
<td>Root mean square</td>
</tr>
<tr>
<td>SEM</td>
<td>Scanning electron microscopy</td>
</tr>
<tr>
<td>TRPL</td>
<td>Time-resolved photoluminescence</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full-width at half-maximum</td>
</tr>
<tr>
<td>FDTD</td>
<td>Finite-difference time-domain</td>
</tr>
<tr>
<td>FEM</td>
<td>Finite element method</td>
</tr>
<tr>
<td>$A_1(LO)$</td>
<td>Longitudinal optical phonon mode</td>
</tr>
<tr>
<td>$E_2^H$</td>
<td>Transverse optical phonon mode</td>
</tr>
</tbody>
</table>

Abbreviations used in this work.
### Appendix C. Physical Parameters

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TE</td>
<td>Transverse electric polarization</td>
</tr>
<tr>
<td>TM</td>
<td>Transverse magnetic polarization</td>
</tr>
<tr>
<td>( \lambda_{00/01} )</td>
<td>Fundamental/first-order photonic crystal cavity mode wavelength</td>
</tr>
<tr>
<td>( Q_{00/01} )</td>
<td>Fundamental/first-order photonic crystal cavity mode Q</td>
</tr>
<tr>
<td>PSD</td>
<td>Power spectral density</td>
</tr>
<tr>
<td>( uid )</td>
<td>Unintentionally ( n )-doped</td>
</tr>
<tr>
<td>( n^+ )</td>
<td>Heavily ( n )-doped</td>
</tr>
<tr>
<td>IQE</td>
<td>Internal quantum efficiency</td>
</tr>
<tr>
<td>DOLP</td>
<td>Degree of linear polarization</td>
</tr>
</tbody>
</table>

Table C.1: Abbreviations used in this work, continued.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda_d )</td>
<td>De Broglie wavelength of a massive particle</td>
<td>m</td>
</tr>
<tr>
<td>( T )</td>
<td>Temperature</td>
<td>K</td>
</tr>
<tr>
<td>( R_m )</td>
<td>Spontaneous emission rate into the ( m^{th} ) electromagnetic mode</td>
<td>s(^{-1})</td>
</tr>
<tr>
<td>( n_1 )</td>
<td>Real part of refractive index</td>
<td>unitless</td>
</tr>
<tr>
<td>( n_2 )</td>
<td>Imaginary part of refractive index</td>
<td>unitless</td>
</tr>
<tr>
<td>( \Psi )</td>
<td>Complete single-particle wavefunction</td>
<td>cm(^{-3/2})</td>
</tr>
<tr>
<td>( E(\mathbf{r}, \omega) )</td>
<td>Time-varying electric field, frequency domain</td>
<td>V\cdot cm(^{-1})</td>
</tr>
<tr>
<td>( \tilde{E}(\mathbf{k}, \omega) )</td>
<td>Time-varying electric field, Fourier &amp; frequency domain</td>
<td>V\cdot cm(^{-1})</td>
</tr>
<tr>
<td>( \mathbf{r} )</td>
<td>Position vector</td>
<td>m</td>
</tr>
<tr>
<td>( \rho_\gamma )</td>
<td>Photonic density of states</td>
<td>J(^{-1})\cdot m(^{-3})</td>
</tr>
<tr>
<td>( V_0 )</td>
<td>Electromagnetic mode volume</td>
<td>m(^3)</td>
</tr>
<tr>
<td>( Q )</td>
<td>Quality factor of resonator</td>
<td>unitless</td>
</tr>
<tr>
<td>( \omega )</td>
<td>Angular frequency</td>
<td>rad\cdot s(^{-1})</td>
</tr>
<tr>
<td>( \beta )</td>
<td>Spontaneous emission coupling factor</td>
<td>unitless</td>
</tr>
<tr>
<td>( f_{osc} )</td>
<td>Oscillator strength</td>
<td>unitless</td>
</tr>
<tr>
<td>( F_p )</td>
<td>Purcell spontaneous emission enhancement factor</td>
<td>unitless</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>Electromagnetic field wavelength</td>
<td>nm</td>
</tr>
<tr>
<td>( u )</td>
<td>Internal wurtzite crystal lattice parameter</td>
<td>unitless</td>
</tr>
<tr>
<td>( a )</td>
<td>In-plane wurtzite crystal lattice constant</td>
<td>Å</td>
</tr>
<tr>
<td>( c )</td>
<td>Out-of-plane wurtzite crystal lattice constant</td>
<td>Å</td>
</tr>
<tr>
<td>( 1/\alpha \frac{\partial a}{\partial T} )</td>
<td>Thermal expansion coefficient</td>
<td>K(^{-1})</td>
</tr>
<tr>
<td>( \Delta_{vf} )</td>
<td>Valence band crystal field splitting</td>
<td>meV</td>
</tr>
<tr>
<td>( \Delta_{so} )</td>
<td>Valence band spin-orbit splitting</td>
<td>meV</td>
</tr>
<tr>
<td>( E_g )</td>
<td>Electronic band gap</td>
<td>eV</td>
</tr>
<tr>
<td>( \alpha_V )</td>
<td>Varshni model parameter</td>
<td>J\cdot K(^{-1})</td>
</tr>
<tr>
<td>( \beta_V )</td>
<td>Varshni model parameter</td>
<td>K</td>
</tr>
<tr>
<td>( \varepsilon_r )</td>
<td>Relative dielectric permittivity</td>
<td>unitless</td>
</tr>
</tbody>
</table>

Table A.3: Variables and functions used in this work, in order of appearance.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha )</td>
<td>Optical absorption coefficient</td>
<td>m(^{-1})</td>
</tr>
<tr>
<td>( D )</td>
<td>Propagation distance</td>
<td>cm</td>
</tr>
<tr>
<td>( BW )</td>
<td>Bandwidth</td>
<td>s(^{-1})</td>
</tr>
<tr>
<td>( k )</td>
<td>Wavevector</td>
<td>m(^{-1})</td>
</tr>
<tr>
<td>( GVD )</td>
<td>Group velocity dispersion</td>
<td>s(^2)·m(^{-1})</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>Thermal conductivity</td>
<td>W·cm(^{-1})·K(^{-1})</td>
</tr>
<tr>
<td>( C_{ij} )</td>
<td>Elastic stiffness coefficient</td>
<td>N·m(^{-2})</td>
</tr>
<tr>
<td>( \varepsilon_{ij} )</td>
<td>Piezoelectric coefficient</td>
<td>C·m(^{-2})</td>
</tr>
<tr>
<td>( P_{sp} )</td>
<td>Spontaneous polarization</td>
<td>C·m(^{-2})</td>
</tr>
<tr>
<td>( F_i )</td>
<td>Static electric field</td>
<td>V·m(^{-1})</td>
</tr>
<tr>
<td>( \sigma_{ij} )</td>
<td>Stress</td>
<td>N·m(^{-2})</td>
</tr>
<tr>
<td>( \varepsilon_{ij} )</td>
<td>Strain</td>
<td>unitless</td>
</tr>
<tr>
<td>( C_0 )</td>
<td>Reduced elasticity constant for uniaxial strain</td>
<td>unitless</td>
</tr>
<tr>
<td>( \Delta E_c )</td>
<td>Conduction band offset</td>
<td>eV</td>
</tr>
<tr>
<td>( l )</td>
<td>Quantum integer</td>
<td>unitless</td>
</tr>
<tr>
<td>( \psi_{el}^e(x, y, z) )</td>
<td>Quantum well electron total wavefunction</td>
<td>cm(^{-1/2})</td>
</tr>
<tr>
<td>( \phi_{el}^e(x, y, z) )</td>
<td>Quantum well electron envelope</td>
<td>cm(^{-1/2})</td>
</tr>
<tr>
<td>( E_{el}^e(k_x, k_y) )</td>
<td>Quantum well electron eigenenergy</td>
<td>cm(^{-1/2})</td>
</tr>
<tr>
<td>( \mathbf{D}(r, \omega) )</td>
<td>Time-varying electric displacement field,</td>
<td>C·cm(^{-2})</td>
</tr>
<tr>
<td>( \tilde{\mathbf{D}}(k, \omega) )</td>
<td>Time-varying electric displacement field,</td>
<td>C·cm(^{-2})</td>
</tr>
<tr>
<td>( \mathbf{B}(r, \omega) )</td>
<td>Time-varying magnetic field,</td>
<td>T</td>
</tr>
<tr>
<td>( \mathbf{H}(r, \omega) )</td>
<td>Time-varying magnetizing field,</td>
<td>A·cm(^{-2})</td>
</tr>
<tr>
<td>( l_{\text{crit}} )</td>
<td>Critical dimension of nanostructure</td>
<td>nm</td>
</tr>
<tr>
<td>( l_{\text{min}} )</td>
<td>Minimum feature size</td>
<td>nm</td>
</tr>
<tr>
<td>NA</td>
<td>Numerical aperture</td>
<td>unitless</td>
</tr>
<tr>
<td>( F/# )</td>
<td>Focal length divided by aperture</td>
<td>unitless</td>
</tr>
<tr>
<td>( p )</td>
<td>Linear momentum</td>
<td>kg·m·s(^{-1})</td>
</tr>
<tr>
<td>KE</td>
<td>Kinetic energy</td>
<td>J</td>
</tr>
<tr>
<td>( a_\lambda )</td>
<td>Phonon deformation potential 1</td>
<td>cm(^{-1})</td>
</tr>
<tr>
<td>( b_\lambda )</td>
<td>Phonon deformation potential 2</td>
<td>cm(^{-1})</td>
</tr>
<tr>
<td>( c_\lambda )</td>
<td>Phonon deformation potential 3</td>
<td>cm(^{-1})</td>
</tr>
<tr>
<td>( w_R )</td>
<td>Gaussian beam waist</td>
<td>nm</td>
</tr>
<tr>
<td>( z_R )</td>
<td>Gaussian beam Rayleigh range</td>
<td>( \mu )m</td>
</tr>
<tr>
<td>( \nu_l )</td>
<td>Laser linewidth</td>
<td>Hz</td>
</tr>
<tr>
<td>( \tau_0 )</td>
<td>Temporal resolution</td>
<td>s</td>
</tr>
<tr>
<td>( f_g )</td>
<td>Optical confinement factor</td>
<td>unitless</td>
</tr>
<tr>
<td>( g(\lambda) )</td>
<td>Optical gain</td>
<td>cm(^{-1})</td>
</tr>
<tr>
<td>( \gamma_p )</td>
<td>Optical cavity loss rate</td>
<td>s(^{-1})</td>
</tr>
<tr>
<td>( \theta_{\text{crit}} )</td>
<td>Critical angle</td>
<td>radians</td>
</tr>
</tbody>
</table>

Table A.3: Variables and functions used in this work in order of appearance, continued.
### Physical Parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_{1,cl}$</td>
<td>Waveguide cladding refractive index</td>
<td>unitless</td>
</tr>
<tr>
<td>$n_{1,co}$</td>
<td>Waveguide core refractive index</td>
<td>unitless</td>
</tr>
<tr>
<td>$\kappa_z$</td>
<td>Waveguide mode attenuation constant</td>
<td>cm$^{-1}$</td>
</tr>
<tr>
<td>$a_p$</td>
<td>Photonic crystal Bragg mirror period</td>
<td>nm</td>
</tr>
<tr>
<td>$d$</td>
<td>Photonic crystal Bragg mirror hole diameter</td>
<td>nm</td>
</tr>
<tr>
<td>$a_c$</td>
<td>Photonic crystal central cavity hole spacing</td>
<td>nm</td>
</tr>
<tr>
<td>$d_c$</td>
<td>Photonic crystal central cavity hole diameter</td>
<td>nm</td>
</tr>
<tr>
<td>$w$</td>
<td>Nanobeam photonic crystal width</td>
<td>nm</td>
</tr>
<tr>
<td>$Q_{\text{exp}}$</td>
<td>Experimental $Q$</td>
<td>unitless</td>
</tr>
<tr>
<td>$Q_{\text{th}}$</td>
<td>Theoretical $Q$</td>
<td>unitless</td>
</tr>
<tr>
<td>$Q_{\text{abs}}$</td>
<td>Total absorption loss $Q$ contribution</td>
<td>unitless</td>
</tr>
<tr>
<td>$Q_{\text{bk}}$</td>
<td>Bulk absorption loss $Q$ contribution</td>
<td>unitless</td>
</tr>
<tr>
<td>$Q_{\text{qw}}$</td>
<td>Quantum well absorption loss $Q$ contribution</td>
<td>unitless</td>
</tr>
<tr>
<td>$Q_{\text{sa}}$</td>
<td>Surface state absorption loss $Q$ contribution</td>
<td>unitless</td>
</tr>
<tr>
<td>$Q_{\text{sr}}$</td>
<td>Surface roughness/waviness scattering loss $Q$ contribution</td>
<td>unitless</td>
</tr>
<tr>
<td>$Q_{\text{fab}}$</td>
<td>Fabrication error induced scattering loss $Q$ contribution</td>
<td>unitless</td>
</tr>
<tr>
<td>$T_r$</td>
<td>Fresnel transmission coefficient</td>
<td>unitless</td>
</tr>
<tr>
<td>$\tilde{\nu}$</td>
<td>Raman mode wavenumber</td>
<td>cm$^{-1}$</td>
</tr>
<tr>
<td>$\delta_z$</td>
<td>Nanobeam vertical mechanical deformation</td>
<td>nm</td>
</tr>
<tr>
<td>$\delta_y$</td>
<td>Nanobeam horizontal mechanical deformation</td>
<td>nm</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>Simulation volume</td>
<td>cm$^3$</td>
</tr>
<tr>
<td>$L_R$</td>
<td>Correlation length of surface roughness</td>
<td>nm</td>
</tr>
<tr>
<td>$\hat{\lambda}$</td>
<td>Observed estimate of photonic crystal cavity mode $Q$</td>
<td>nm</td>
</tr>
<tr>
<td>$\hat{Q}$</td>
<td>Observed estimate of photonic crystal</td>
<td>unitless</td>
</tr>
<tr>
<td>$I$</td>
<td>Laser power density</td>
<td>W/cm$^2$</td>
</tr>
<tr>
<td>$R_{\text{ph}}$</td>
<td>Optical excitation rate</td>
<td>cm$^{-2}$·s$^{-1}$</td>
</tr>
<tr>
<td>$\gamma^{-1}(T)_{\text{exp}}$</td>
<td>Experimental photogenerated excitation lifetime</td>
<td>ns</td>
</tr>
<tr>
<td>$n_{\text{ph}}$</td>
<td>Photogenerated exciton (charge carrier) density</td>
<td>cm$^{-2}$ (cm$^{-3}$)</td>
</tr>
<tr>
<td>$f_{H/V}$</td>
<td>Electromagnetic field overlap integral</td>
<td>unitless</td>
</tr>
<tr>
<td>$\gamma(x,y)$</td>
<td>Autocorrelation function of surface roughness</td>
<td>-</td>
</tr>
<tr>
<td>$S(k_x,k_y)$</td>
<td>Power spectral density function of surface roughness</td>
<td>-</td>
</tr>
<tr>
<td>$\theta(x)$</td>
<td>Heaviside step function</td>
<td>-</td>
</tr>
<tr>
<td>$H(x,y)$</td>
<td>Matrix of height values in nanotopography</td>
<td>nm</td>
</tr>
<tr>
<td>$I(x,y)$</td>
<td>Matrix of intensity values in image</td>
<td>8-bit binary</td>
</tr>
<tr>
<td>$I_{\text{th}}$</td>
<td>Image intensity threshold</td>
<td>8-bit binary</td>
</tr>
</tbody>
</table>

Table A.3: Variables and functions used in this work in order of appearance, continued.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\sigma}_+$</td>
<td>Observed standard deviation of fundamental and first-order photonic crystal mode average wavelengths</td>
<td>nm</td>
</tr>
<tr>
<td>$\hat{\sigma}_-$</td>
<td>Observed standard deviation of fundamental and first-order photonic crystal mode splitting</td>
<td>nm</td>
</tr>
<tr>
<td>$R$</td>
<td>Microdisk radius</td>
<td>$\mu$m</td>
</tr>
<tr>
<td>$\phi_b$</td>
<td>Schottky barrier height</td>
<td>eV</td>
</tr>
<tr>
<td>$N_d$</td>
<td>Extrinsic doping density</td>
<td>cm$^{-3}$</td>
</tr>
<tr>
<td>$L_{sc}$</td>
<td>Space charge region width</td>
<td>nm</td>
</tr>
<tr>
<td>$L_{em}$</td>
<td>Electromagnetic mode characteristic length scale</td>
<td>nm</td>
</tr>
<tr>
<td>$L_{d,h}$</td>
<td>Minority carrier diffusion length of holes</td>
<td>cm$^{-2}$</td>
</tr>
<tr>
<td>$n_{fr}$</td>
<td>Free exciton density in quantum well</td>
<td>cm$^{-2}$</td>
</tr>
<tr>
<td>$n_l$</td>
<td>Localized exciton density in quantum well</td>
<td>cm$^{-2}$</td>
</tr>
<tr>
<td>$N_l$</td>
<td>Density of localization centers in quantum well</td>
<td>cm$^{-2}$</td>
</tr>
<tr>
<td>$\rho_l$</td>
<td>Spectral density of states in quantum well</td>
<td>cm$^{-2}$ eV$^{-1}$</td>
</tr>
<tr>
<td>$\gamma_{fr} (\gamma_l)$</td>
<td>Free (localized) exciton total decay rate</td>
<td>s$^{-1}$</td>
</tr>
<tr>
<td>$\gamma_{fr,nr} (\gamma_{l,nr})$</td>
<td>Free (localized) exciton nonradiative decay rate</td>
<td>s$^{-1}$</td>
</tr>
<tr>
<td>$\gamma_{fr,r} (\gamma_{l,r})$</td>
<td>Free (localized) exciton radiative decay rate</td>
<td>s$^{-1}$</td>
</tr>
<tr>
<td>$E_{fr,nr} (E_{l,nr})$</td>
<td>Free (localized) exciton nonradiative decay activation energy</td>
<td>meV</td>
</tr>
<tr>
<td>$\sigma_l$</td>
<td>Standard deviation of Gaussian distribution of localized states</td>
<td>meV</td>
</tr>
<tr>
<td>$\gamma_{th}$</td>
<td>Localized state attempt-to-escape rate</td>
<td>s$^{-1}$</td>
</tr>
<tr>
<td>$E_{a1}$</td>
<td>Experimental activation energy of nonradiative recombination</td>
<td>meV</td>
</tr>
<tr>
<td>$E_{a2}$</td>
<td>Experimental activation energy of nonradiative recombination</td>
<td>meV</td>
</tr>
<tr>
<td>$\alpha_l$</td>
<td>Acoustic phonon broadening rate of localized exciton</td>
<td>meV K$^{-1}$</td>
</tr>
<tr>
<td>$\beta_l$</td>
<td>Dephasing of localized exciton due to thermal escape</td>
<td>meV</td>
</tr>
<tr>
<td>$E_{ln,l}$</td>
<td>Localization energy of a single localization center</td>
<td>meV</td>
</tr>
<tr>
<td>$J(r)$</td>
<td>Effective surface “magnetic current”</td>
<td>A m$^{-2}$</td>
</tr>
<tr>
<td>$M(r)$</td>
<td>Effective surface “electric current”</td>
<td>C m$^{-2}$</td>
</tr>
<tr>
<td>$A(r)$</td>
<td>Near-to-far field retarded magnetic vector potential</td>
<td>T</td>
</tr>
<tr>
<td>$F(r)$</td>
<td>Near-to-far field retarded electric vector potential</td>
<td>C m$^{-2}$</td>
</tr>
<tr>
<td>$\mathbf{N}(\theta, \phi)$</td>
<td>2D Fourier transform of surface magnetic current</td>
<td>A</td>
</tr>
<tr>
<td>$\mathbf{L}(\theta, \phi)$</td>
<td>2D Fourier transform of surface electric current</td>
<td>C</td>
</tr>
<tr>
<td>$P_{sr}$</td>
<td>Scattered power by surface roughness/waviness</td>
<td>W</td>
</tr>
<tr>
<td>$g_S$</td>
<td>Fraction of scattered power lost through top surface</td>
<td>unitless</td>
</tr>
</tbody>
</table>

Table C.2: Variables and functions used in this work. The units given are those typically used for discussion. However, formulas in this thesis are generally in SI units, so any evaluation of the above quantities in a formula is accompanied by the appropriate conversion to SI units.
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