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Abstract—To reduce energy consumption, it is possible to operate embedded systems at sub-nominal conditions (e.g., reduced voltage, limited eDRAM refresh rate) that can introduce bit errors in their memories. These errors can affect the stored values of CNN weights and activations, compromising their accuracy. In this paper, we introduce Embedded Ensemble CNNs (E²CNNs), our architectural design methodology to conceive ensembles of convolutional neural networks to improve robustness against memory errors compared to a single-instance network. Ensembles of CNNs have been previously proposed to increase accuracy at the cost of replicating similar or different architectures. Unfortunately, SoA ensembles do not suit well embedded systems, in which memory and processing constraints limit the number of deployable models. Our proposed architecture solves that limitation applying SoA compression methods to produce an ensemble with the same memory requirements of the original architecture, but with improved error robustness. Then, as part of our new E²CNNs design methodology, we propose a heuristic method to automate the design of the voter-based ensemble architecture that maximizes accuracy for the expected memory error rate while bounding the design effort. To evaluate the robustness of E²CNNs for different error types and densities, and their ability to achieve energy savings, we propose three error models that simulate the behavior of SRAM and eDRAM operating at sub-nominal conditions. Our results show that E²CNNs achieve energy savings of up to 80% for LeNet-5, 90% for AlexNet, 60% for GoogleLeNet, 60% for MobileNet and 60% for an optimized industrial CNN, while minimizing the impact on accuracy. Furthermore, the memory size can be decreased up to 54% by reducing the number of members in the ensemble, with a more limited impact on the original accuracy than obtained through pruning alone.

Index Terms—Edge Computing, CNNs, Error Robustness, Ensemble architectures.

1 INTRODUCTION

The outstanding performance of convolutional neural networks (CNNs) in classification and detection tasks makes them the most popular machine learning architectures for a continuously growing number of applications, from biomedical health devices to autonomous driving vehicles [1], [2]. Two common methods to improve CNN accuracy are increasing the complexity of their internal structure and using ensemble architectures, in which independently trained models are combined together at inference time. The latter approach is the basis of random forests [3], but the same idea can also be used for CNNs. Thus, in a CNN ensemble, each instance is fed with the same input data and the individual predictions are combined to compute the final output. Several studies [4], [5] have shown how this approach can significantly improve accuracy by properly training a variable number of models.

The advent of edge-computing has made it common to deploy machine learning algorithms on edge devices. However, the deployment of CNNs on embedded systems with limited hardware resources and restricted energy budgets struggles with two main obstacles. On one side, their limited storage capacity hampers the use of large models; on the other side, their reduced computing power can be a limiting factor for real-time applications.

The energy efficiency of embedded systems can be improved with techniques such as dynamic voltage and frequency scaling (DVFS). However, although logic circuits can function properly (albeit with longer delays) at reduced voltage levels, the data integrity of SRAMs is particularly sensitive to voltage scaling, which may lead to the emergence of memory errors. A similar problem arises with eDRAMs, for which the refresh process represents on average 5% of the total number of memory operations (see Section 4.1). To decrease their energy consumption, the refresh rate can be reduced, but this increases the risk of bit flips. In addition to these considerations, edge devices may also be exposed to harsh environments that introduce errors in the memory contents even at nominal conditions.

In traditional applications that require perfect memory retention, the aforementioned factors place stringent limits on the energy savings that can be obtained. Memory in-
tegrity techniques such as error-correcting code (ECC) are adequate to protect against natural error causes, but they introduce considerable overheads in terms of area and energy consumption that reduce the energy efficiency of the system. Additionally, in conditions in which several errors may affect a single memory word, more complex mechanisms with further energy overheads may be required.

In this work, we build upon the natural robustness of CNNs against memory errors that has been observed in previous works to propose Embedded Ensemble CNNs ($E^2$CNNs), a new design methodology that opens the way to additional energy savings in embedded devices implementing CNNs without sacrificing their accuracy. The main contributions of this paper are the following:

- We introduce $E^2$CNNs, a design methodology that increases error robustness of CNNs by using ensemble architectures with no additional memory requirements compared to an original single instance CNN.
- As part of the $E^2$CNNs methodology, we propose a heuristic method to drive the design of the ensemble given an expected error density in the memory.
- We define three error models to simulate the behavior of SRAM and eDRAM operating at sub-nominal conditions. We then show how the proposed $E^2$CNNs architecture is more robust against these types of memory errors than the original models; hence, we demonstrate that $E^2$CNNs can be used to save energy in edge devices running CNNs while reducing the impact on accuracy.
- We conduct an analysis of the error resiliency of weights and activations in fixed-point quantized CNNs. The results of this study can be applied to $E^2$CNNs to further reduce energy consumption with minimum impact on accuracy.
- We show how $E^2$CNNs improves accuracy in comparison to pruning alone for the same accuracy level.
- We apply $E^2$CNNs on three well-known CNN models (LeNet-5, AlexNet and GoogleLeNet) and a tightly-optimized industrial one. We use these results to build our heuristic, which is then evaluated on an additional model (MobileNet).

The rest of this paper is organized as follows. First, we review the related works in Section 2. Then, in Section 3 we present $E^2$CNNs, whose introduction represents the main contribution of our work. We also introduce a heuristic procedure to automate the design of $E^2$CNNs for expected memory error rates. In Section 4 we describe our experimental methodology and we discuss our results in Section 5. Finally, we draw our conclusions in Section 6.

2 BACKGROUND AND MOTIVATION

2.1 Convolutional neural networks

In their simplest form, CNNs consist of linear and non-linear layers, sequentially connected. Convolutional layers allow the model to change the input data dimensionality, extracting specific features from the incoming data. Moreover, they are also particularly useful for image data inputs, as the convolution is a translation-invariant operation. On the other hand, non-linear layers, such as the rectifier unit (ReLU), allow the model to extract more complex structures from the input. The interest in having always more accurate architectures led to the development of complex models. In particular, deep neural networks (DNNs) are characterized by an increased number of hidden layers. Other recent improvements come from the inception layers and residual blocks, particularly useful during the training phase to reach higher precision and better generalization capabilities.

2.2 Ensembles of convolutional neural networks

Though ensemble methods were originally proposed many years ago, they still attract the interest of the research community because of their potential. During the learning phase of an ensemble, several models are independently trained on their target dataset. Then, their individual predictions are collected and processed to estimate the best output during online inference. The way in which individual predictions are handled in ensembles is a deeply discussed topic in machine learning. The simplest approach is to average the predictions of individual voters, while other studies combine them in more complex layers [6], [7]. These studies also show how ensemble architectures provide better generalization capabilities compared to single-instance approaches. The number of architectures deployed to form the ensemble and the way to manage their output is not fixed. In the literature, we find ensembles made up of few architectures, while other studies propose the adoption of tens or hundreds of different models. The number of models composing the ensemble has a direct impact on its applicability in real life applications. In particular, the larger the ensemble, the higher the offline training time and the memory requirements at run-time. Moreover, the online performance is also affected, as more inference steps have to be executed. One interesting approach to reduce the overhead of large ensembles is presented in [8], where a data augmentation stage returns $N$ different images, which are then classified by $N$ different CNN instances. Although the authors propose a staged process that checks the obtained confidence before consecutively activating additional instances, their solution still increases the energy and resource requirements of the original network. In contrast, $E^2$CNNs aims at improving resilience against errors without creating more pressure on the limited resources of embedded devices.

2.3 Pruning

Pruning is a well known approach that reduces the size of a CNN [9]. In particular, this approach aims at removing some of the model parameters and it typically comes in two flavors: fine-grain and coarse-grain. The former method selectively removes individual weights from the model, while coarse-grain pruning removes entire filters, significantly reducing the model size at each step. In both cases, the goal is to obtain a compressed model in which the drop in accuracy given by the reduction in the trainable parameters is as contained as possible. Thus, different methodologies and selection criteria have been proposed [10], [11]. Usually, the pruning procedure is jointly run with a fine-tuning step, in order to recover part of the accuracy drop. We use coarse-grain pruning to build the instances of our ensembles.
2.4 Quantization

Fixed-point quantization uses a reduced bitwidth to represent the model parameters and activations [12]. Under this perspective, different quantized representations are possible: the most popular are FXP16 and FXP8, in which the model parameters are represented on 16 and 8 bits, respectively. A fixed-point representation on $B > 1$ bits is characterized by the position of the decimal point. It determines the number of bits used for the integer and decimal parts, and directly influences the data range and the smallest representable values.

In our work, we apply model-dataset specific quantization as it improves robustness against errors with respect to floating-point. We also adjust the number of integer bits to limit the impact of errors on the absolute value of the numbers represented. The benefits of these techniques have already been reported in the literature [13], [14] and our own experiments show that they provide equivalent improvements to the clipping of “implausible values” proposed in [15]. Furthermore, this decision reduces significantly the memory and energy requirements of the original CNN model with limited impact on accuracy.

2.5 Unreliable operations in memories

Errors in memories can catastrophically affect the function of a system. In general, errors may appear as a result of several reasons. On one side, defective memory locations may occur during the manufacturing process. On the other side, errors in memory may also appear as a consequence of particular environmental conditions: radiation particles may interact with the memory bit cells, producing flips in the stored logic values (i.e., single event upsets). These conditions may be common in avionics, space or physics applications. However, memory errors can also be the consequence of energy reduction techniques, which may represent a common scenario for edge nodes. Working at sub-nominal conditions can reduce energy consumption; different approaches have been proposed with particular focus on the memory subsystem. As example, operating SRAMs at a lower voltage reduces the energy cost due to cheaper memory accesses. Unfortunately, the lower voltage may introduce permanent errors in the weakest memory cells, which become unable to flip their content. Similarly, when the refresh rate of eDRAMs is reduced to save energy, the capacitor discharges and the cell loses its contents.

The resilience of CNNs to memory errors has been explored in [14], with the conclusion that they can tolerate relatively high bit error rates with a small drop in accuracy. This observation enables more aggressive power saving techniques that would be unacceptable in other domains.

Previous works propose injecting Gaussian noise in the input image [16] or in the intermediate layers [17] to simulate environmental conditions during the training procedure and obtain a more robust architecture. However, Gaussian noise injection does not suite well our context: a normal distributed noise disproportionately affects the memory bits (i.e., least-significant bits (LSBs) have a higher probability of being affected compared to most-significant bits (MSBs)), while faulty bit cells may randomly appear inside the memory chip. Curricular retraining seems to suite better our case, as it injects simulated memory errors at a progressive rate during training. This method is proposed in [15] alongside mapping of CNN data types (i.e., coefficients and buffers of each layer) on memory partitions to create additional robustness at inference time. However, to be effective, this approach must be aware of the memory error distribution in the specific target device to match the error tolerance of the CNN components with the error rate of memory partitions. In comparison, our solution is more general, as it can be efficiently applied to different error models without requiring knowledge on the underlying hardware. Our experiments (c.f., Section 5.4) show that E2CNNs increases in some cases the error robustness of the network by a factor of $10 \times$, which is comparable to the results presented in [15] for curricular retraining. Although outside the scope of this work, future works could explore how to combine both techniques to compound their benefits.

As motivational example for this work, Fig. 1 shows the accuracy of LeNet-5 for different energy savings, obtained by operating the memory at sub-nominal conditions, with a consequent memory error density. We observe that the original implementation has some degree of intrinsic error tolerance that allows saving up to $40\%$ of energy in the memory subsystem without significant impact on accuracy. However, the solution obtained through E2CNNs can save up to $80\%$ energy, for an equivalent level of accuracy.

3 E2CNNs: Embedded Ensemble CNNs Design Methodology

CNNs have demonstrated to be quite resilient to noise [18]. However, their resiliency is affected by factors like memory error rate, data representation, model size and structure. In particular, the same number of errors in memory can differently affect accuracy, according to the adopted data representation [14]. As example, floating-point formats make CNNs particularly sensitive to memory errors, because errors in the exponent bits may induce huge changes in the values or create Not-a-Number (NaN) values. On the contrary, fixed-point representations are more robust, in particular when a reduced number of integer bits is used, limiting the representable dynamic range. Finally, even the CNN structure affects error tolerance. In fact, networks oversized for their target dataset are more robust, because their redundancy limits the effects of individual errors.

We propose a solution based on ensembles of CNNs to increase the robustness of embedded systems in these conditions. The increased robustness can positively impact
the energy efficiency of the target system, because more vigorous low power techniques can be applied. Alternatively, similar benefits can be obtained for systems deployed in noisy environments.

### 3.1 E²CNNs architecture

Embedded Ensemble CNNs (E²CNNs) includes a new ensemble-based CNN architecture, which is our proposal to improve error tolerance in embedded systems running convolutional networks. Although state-of-the-art (SoA) ensembles may be difficult to deploy on edge devices due to their high memory and energy requirements, E²CNNs are specifically designed for this purpose. Our proposed E²CNNs architecture applies SoA compression techniques to reduce the size of the initial CNN in two steps: in first place, the target convolutional model is quantized by using a fixed-point representation. As this step directly impacts the achievable accuracy, we try to compress the model by reducing the bitwidth as much as possible, while limiting the impact on the original accuracy. If the original model is already quantized, then this is the starting point. In second place, we apply pruning to further compress the model to 1/N of its initial size. This step can be run in different ways, depending on the pruning algorithm and filter removal criteria. The result is a compressed model that has to be retrained to recover from the possible drop in accuracy. Therefore, if N is the compression ratio, then we train independently the obtained CNN N times. Finally, we deploy the N trained models on the target device and run them as an ensemble. The output class probabilities are then averaged together to compute the ensemble prediction.

The main difference with traditional proposed ensemble solutions is shown in Fig. 2: while simply replicating the same model could prevent the deployment on a memory constrained device, with E²CNNs there is no overhead in terms of memory occupation, which is approximately the same as in the original case. Although our solution suggests to deploy N instances to build the ensemble for a hypothetical N-E²CNNs, this is obviously not mandatory. Ensembles with M > N models will increase both robustness and memory requirements. On the other hand, memory footprint, energy cost and computational performance can be also improved by building an ensemble with M < N voters. Thus, we also explore this possibility in Section 5.

At inference time, the output of E²CNNs is computed by averaging the individual predictions of its instances. Although traditional ensembles may also use a majority voting approach to predict the output class, computing the average of the individual instances’ output class probabilities has two main advantages. On one side, it enables the use of ensembles with just two instances, while this configuration could not be used in a voting-based ensemble. On the other side, averaging together the outputs of the deployed CNNs allows the ensemble to achieve higher accuracies, as we will discuss in Section 5.3. The methodology used to build and use E²CNNs is depicted in Fig. 3.

### 3.2 Model compression

Model compression is used to obtain a smaller CNN from the original architecture. As discussed in Section 3.1, our solution requires a compression ratio of N, so that the resulting ensemble of N instances does not produce memory overheads with respect to the single instance model. We apply coarse-grain pruning, in which entire filters are removed from the model, to compress the original memory occupation of the convolutional model to 1/N of its initial size. Removing a whole filter reduces the size of the output feature and consequently, the following kernel matrix is reduced as well. The pruning step is run within an iterative procedure: one filter is removed at a time, until the desired compression rate is reached. At each iteration, a filter is randomly selected across the convolutional layers and removed from the CNN. This random choice allows the original architecture to be pruned without the need for a pre-trained model and has been shown to provide similar results when compared to [19], where filters are removed based on their absolute average magnitude.

The adopted procedure takes only the model memory occupation as a constraint. The main result is that, while the memory footprint is reduced by a factor of N, the corresponding number of MAC operations may not be equally reduced. Thus, potential overheads can occur during the ensemble execution. In our experiments, this effect becomes relevant only in LeNet-5, because its small size produces an unbalanced pruning. On the contrary, this behavior does not produce significant effects in larger models. Future work can also consider the number of MACs.
3.3 Selecting the number of instances in E²CNNs

To obtain an ensemble with similar memory footprint as the original CNN, we define \( N \) as both the model compression ratio and the number of deployed instances. Therefore, we propose an approach to adjust \( N \) for the expected memory error rates.

A full exploration would need to examine many different compression ratios and, for each of them, the original model would need to be compressed and then trained \( N \) times. This option can easily become computationally prohibitive. On the opposite, an analytical solution may provide optimal results, but such an approach would need to consider the CNN structure, the complexity of the input data, the pruning algorithm, the retraining strategy and the expected error rate. In that direction, [13] analyzes the factors that contribute to CNN resiliency against soft errors, highlighting the many variables involved. Furthermore, an analytical approach in our context would need to consider as well the error type and the memory working parameters. As the resulting design space would be too large to be exhaustively explored in a reasonable time, we propose a heuristic to search through it and guide the selection of a suitable ensemble architecture (i.e., the number of instances) given an expected memory error rate. In this way, our methodology reduces the effort to build a proper ensemble, by minimizing the number of model trainings and evaluations required.

We propose a two step approach (Algorithm 1). First, we pick a quantized representation that does not lead to a significant drop in accuracy. Based on previous observations, we suggest a quantized data representation that minimizes the size of the integer part, which positively impacts the final error tolerance. Then, the resulting quantized model is iteratively pruned, trained and tested. Given the considerable effort required to train a model, we propose a logarithmic search to speed up this step. At each iteration we prune the previously explored architecture by a factor of two. The loop is controlled by a threshold for the accuracy drop. Our preliminary experiments suggest setting the maximum drop to 5% in case of high error rates, while a more conservative drop of 1% may allow the designer to achieve a higher final accuracy in the case of low expected error rates. The benefits of the proposed solution are twofold. First, the logarithmic search dramatically reduces the number of solutions to explore. Second, it allows to select a proper architecture based on the expected environmental conditions.

The aforementioned heuristic method is the result of a full exploration analysis performed on four benchmarks. These results are presented in Section 5. Then, we evaluate its prediction on an additional benchmark. Although there may be cases in which the heuristic outcome is not strictly optimal, its searching criteria, based on the accuracy of a single voter of the ensemble architecture, dramatically reduces the computational cost of the entire procedure, since it only requires to train one CNN, regardless of the cardinality of the ensemble under analysis. In particular, Algorithm 1 is executed only once for a given benchmark: it suggests the proper E²CNNs cardinality for a certain error rate based on the analysis of an individual (pruned) CNN. Then, all the instances in the ensemble share the same architecture and only need to be independently trained.

Algorithm 1 E²CNNs heuristic

```
1: procedure Builder(ErrorRate, QuantLevels, AccMin)
2:   \( i \leftarrow 0 \)
3:   repeat
4:     Quant \leftarrow \text{QuantLevels}[i]
5:     NewModel \leftarrow \text{Quantize}(Model, Quant)
6:     if NewModel.Acc \geq AccMin then
7:       Model \leftarrow NewModel
8:     else
9:       DropThreshold \leftarrow 1%
10:   until NewModel.Acc < AccMin
11:   Accuracy \leftarrow Model.Acc
12:   if ErrorRate >= 0.0001 then
13:     DropThreshold \leftarrow 5%
14:   else
15:     DropThreshold \leftarrow 1%
16:   repeat
17:     NewModel = Model.prune(compression = 2x)
18:     NewModel.Train()
19:     drop \leftarrow Accuracy - NewModel.Acc
20:     if drop < DropThreshold then
21:       Model \leftarrow NewModel
22:     \( i ++ \)
23: until Drop \geq DropThreshold
```

4 Experimental Setup

In this section, we describe how we conducted our experiments. We start with a brief description of the target embedded architecture. Then, we present the inference simulation process and the way error injection has been designed. We present the selected benchmarks, with a description of how they have been trained and quantized. Finally, we explain our experimental methodology.

4.1 Target device architecture

To estimate the performance and energy improvements of our solutions with respect to the baseline CNN, we define a hardware architecture model in which our benchmarks are executed. Thus, we consider a system composed of a processor directly connected to the main memory by means of a 32 bit bus, without any cache hierarchy. We divide our memory into three logical blocks. The first one is used to store the input image, which may be updated in memory from a peripheral camera through a DMA transfer while the previous image is being analyzed. The second one stores the model parameters. Finally, a third block is used to store two buffers for the intermediate activation maps.

At the application level, we do not assume the use of SIMD processing. For every MAC operation, the required activation and weight values are read from memory. However, activations use 16 bits, while the weights are stored in 8 bits. This means that two activations and four model parameters can be transferred over the 32 bit bus in each memory operation. We assume this behavior in our experiments. Additionally, partial results of convolutions are stored in local registers and only the final output is written back to memory. For eDRAM, we consider a typical organization in banks of 256 words of 32 bits working at 500 MHz [20]. We assume that the processor accesses the memory every cycle, that read and write operations are executed in one cycle, and that all the memory banks are refreshed in parallel. Under these conditions, we estimate that the refresh operations account on average for a 5% overhead on the execution time. However, their impact on energy consumption can be
considerably higher, because a refresh cycle always accesses multiple banks in parallel (as opposed to a regular access cycle, which targets a single bank). Hence, refresh can easily dominate the memory power consumption, even with a negligible impact on access bandwidth.

When evaluating the execution of E²CNNs, the different members of the ensemble are executed one after the other, thus reducing the total memory footprint with respect to the original model. As each member is trained independently, the same faulty memory positions affect each of them in different ways.

4.2 Inference simulation

We simulate the execution of embedded devices on multicore servers to efficiently analyze whole chip populations on different models, input datasets and bit error probabilities. Our simulations focus on the virtualization of the main memory, as we are interested in evaluating the system resiliency to memory errors. Hence, we have built a framework to simulate the injection of memory errors based on template classes that wrap basic types and control their positioning on a memory address space. Then, we implement our solver in C++ using these wrappers. The solver has been developed to mimic real embedded systems implementations. For example, it minimizes data movements between buffers and reuses continuously the same two buffers across layers. In this way, it ensures that the footprint of the application is bounded by the footprint required at the largest CNN layer. The same layers’ implementation is used in different architectures. We fuse the non linear function (e.g., ReLU) with the execution of the previous convolutional layer, thus minimizing data movements because the accumulated outputs are stored in local registers. This limits the impact of memory errors on the intermediate values, as it would happen in practice in real implementations. Pooling layers are independently executed, reading the input values from the main memory.

4.3 Memory emulation and error injection

We develop three different error injection processes to simulate errors appearing in SRAM and eDRAM as a consequence of sub-nominal operating conditions. In our experiments, the memory is composed of a safe array, whose data is protected, as well as an unsafe array, in which errors may appear. The size of the two arrays can be arbitrarily set, allowing us to simulate errors affecting different areas of the memory. This method allows us to extract additional information such as the number of accesses, read or write operations to each memory word.

4.3.1 Injection of errors in SRAM

We define errors affecting SRAM as faulty bit cells permanently stuck at a given logic value, either 0 or 1. For banks operating at sub-nominal voltage, errors in the peripheral circuitry surrounding the memory array tend to produce correlated errors. In particular, the sense amplifiers (SAs) are sensitive to voltage variations and can produce errors in entire bitlines (BLs). However, the SAs and other elements can be designed to increase their robustness, leaving only the errors due to the variability in the bit-cells themselves, which then follow a uniform distribution in the memory matrix. In both cases, write operations fail if the supplied voltage is insufficient to provide weak bit cells with enough current to flip their content. These faults can be considered permanent errors that appear in SRAMs when operating at a low voltage. The number of errors is a direct consequence of the applied voltage in an SRAM device. However, their distribution in the memory differs from one chip to another as a result of manufacturing process variability.

To reflect the aforementioned situations, in this work we consider both correlated and uniformly distributed errors. In the former case, correlation along BLs increases the probability that different memory words fail in the same bit position. As this effect is linked to the physical memory layout, we consider the SRAM configuration shown in Fig. 4, which consists of a folded matrix composed of 256 BLs and 256 wordlines (WLs) to produce a bank of 2048 words of 32 bits. We consider a low-order interleaved memory organization in which bits of consecutive BLs correspond to the same bit position of different memory words. Using this internal bank organization, we then translate bit errors in each bank into errors in the system address space.

For static errors, the number of faults to inject in memory is computed offline (i.e., before running the inference), according to the desired error rate. Subsequently, errors are injected as “stuck-at-1” or “stuck-at-0” faults directly in the selected bits of the address space. Finally, the rate of soft errors also increases at low operating voltages, producing temporary bit flips in the memory array. In this work, we do not specifically introduce soft errors in our experiments, but the high error rates considered represent a worst case scenario, in which the number of static errors is orders of magnitude larger than the number of soft errors.
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4.3.2 Injection of errors in eDRAM
Errors affecting eDRAMs cause temporary faults in the
memory subsystem. In particular, these errors do not con-
stantly affect specific memory locations, but occur at specific
moments in time. This is what happens when the refresh
rate is relaxed to reduce the number of memory accesses,
hence reducing the energy cost. When the refresh rate is
relaxed to reduce the number of memory accesses, due to
leakage currents, the capacitors inside the bit cells discharge
and the stored values may be lost without timely refresh
operations. The data retention time (DRT) varies across
the memory cells as a consequence of the manufacturing
process variability and, in general, the worst case DRT
is considered to determine the required refresh rate that
prevents memory data loss.

As described in [21], the DRT of the bit cells in a generic
eDRAM chip follows a log-normal distribution. This means
that the number of bit cells failing when slightly reducing
the refresh period is limited. However, more vigorous re-
fresh rate reductions increase the number of failing bit cells.
More precisely, leakage currents affect both logic levels.
However, by design, one level is orders of magnitude more
sensitive than the other. Therefore, we assume only failures
which set to 0 the logic value of the affected bit cells.

In our eDRAM emulator, we assign every memory bit
cell a data retention time, randomly computed according to
a log-normal distribution. Then, we simulate the passage of
time by counting the number of memory accesses and we
introduce errors when a time longer than the bit cell data
retention is passed.

4.4 Experimental methodology
We evaluate the original CNNs and the corresponding
E²CNNs-based alternatives for different memory error den-
sities. However, the same error density may affect the sys-
tem in different measures, depending on the errors’ exact
location. For example, when operating SRAMs at reduced
voltages, weakest cells fail sooner than others; the bit cell
error probability at each sub-nominal voltage is subjected
to CMOS process variability conditions, resulting in differ-
ent error maps in the manufactured device. To accurately
represent the natural variability of chip populations, we
evaluate the same combination of CNN model, ensemble
configuration and error rate 200 times, using each time
a randomly computed error map. This methodology (de-
picted in Fig. 5) allows us to conduct a yield analysis similar
to the one reported in [20]. For the purpose of verifying our
proposal, we first run experiments for the single-instance
model and then we systematically evaluate ensembles of
N models (N = 1, 2, 4, . . . ), until the resulting accuracy
becomes unacceptable (i.e., lower than 10 %). However, the
system designer that uses our methodology can use the
heuristic explained in Section 3 to minimize the number of
training and testing steps required. In this line, we apply
our heuristic to MobileNet and compare the performance of
the selected ensemble with the other possible alternatives.

4.5 Benchmarks
We evaluate E²CNNs on several models and datasets:

- LeNet-5 [22] on the MNIST dataset [23].
- AlexNet [24] on the CIFAR-10 dataset [25].
- An optimized industrial embedded CNN application
  for recognition of coffee capsules (“Industrial”) [14].
- GoogLeNet [26] on the EuroSAT dataset [27].
- MobileNet [28] on the EuroSAT dataset [27].

<table>
<thead>
<tr>
<th>Model</th>
<th>Input (%)</th>
<th>Weights (%)</th>
<th>Activations (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LeNet-5</td>
<td>2.68</td>
<td>80.81</td>
<td>16.51</td>
</tr>
<tr>
<td>Industrial</td>
<td>1.92</td>
<td>24.66</td>
<td>73.42</td>
</tr>
<tr>
<td>AlexNet</td>
<td>0.04</td>
<td>94.90</td>
<td>5.06</td>
</tr>
<tr>
<td>GoogLeNet</td>
<td>0.47</td>
<td>90.48</td>
<td>9.05</td>
</tr>
<tr>
<td>MobileNet</td>
<td>5.94</td>
<td>48.51</td>
<td>45.55</td>
</tr>
</tbody>
</table>

The selected models present a wide range of structures:
LeNet-5 is a small model, but still its few convolutional
layers obtain excellent accuracy on the MNIST dataset.
Industrial is optimized for the recognition of a specific type
of objects; we picked this example because the size of the
model is already tightly adjusted to the size of its dataset,
which allows us to explore the limits of E²CNNs. Addition-
ally, we considered GoogLeNet to present our methodology
on a relatively recent architecture whose internal structure is
quite different from the previous ones. MobileNet is a CNN
specifically designed for embedded systems and in this
work it is used to evaluate the prediction of our heuristic.

We use our memory emulator to build a CNN solver in
which we implement all the models. The accuracy of our
trained error-free models on their target datasets is aligned
with other published SoA results when using a floating-
point representation. The proposed benchmarks have also
different memory requirements, which allows us to conduct
experiments both on small and large models. However, the
most interesting aspect is the difference in the percentage of
memory devoted to store the weights and the activations,
which vary significantly across CNN models, as presented
in Table 1. As an example, almost 95 % of the memory is
used to store weights in AlexNet, while in Industrial this
percentage is below 25 %.

4.6 Training using Fake Quantization
We train our models using a floating-point representation
for a variable number of epochs. Then, during the last
To determine the optimal fixed-point representation for each model and dataset, we run an analysis on the activations distribution to understand how many bits are needed for the decimal part for a random sample of 50 input images. Based on this analysis, we determine, for each benchmark, the smallest number of integer bits able to represent the entire data range. In particular, we split the 16 bits of the activation values as follows: 1 sign bit and 4 integer bits for LeNet-5, AlexNet and MobileNet, while we use 5 integer bits for GoogLeNet and Industrial. Then, the remaining bits (i.e., 11 and 10 bits, respectively) represent the fractional part. Due to this adaptation in the number of bits, we only observe a degradation of accuracy lower than 0.1% comparing the floating-point model with the quantized one.

5 EXPERIMENTAL RESULTS

Our analysis is organized as follows: we first present preliminary findings from our initial experiments in Section 5.1 and Section 5.2. We evaluate the $E^2$-CNNs architecture in the absence of memory errors in Section 5.3. Then, we conduct an analysis on edge devices equipped with SRAM in Section 5.4. In particular, we demonstrate that our proposed solution is able to improve robustness against memory errors resulting from sub-nominal operating conditions. This allows our solution to achieve larger energy savings than the original CNN, without sacrificing accuracy. Next, in Section 5.5, we propose a similar analysis for systems equipped with eDRAM. In both cases, we also show how $E^2$-CNNs can be used to support additional energy saving techniques. Finally, we assess the effectiveness of the proposed heuristic method on MobileNet, in Section 5.6.

5.1 Error sensitivity of weights and activations

To investigate the resiliency of different data structures, we conduct three tests in which we inject errors in the entire data values, only in the weights/bias and only in the activations. The last two cases represent the situation in which a fraction of the memory is protected. Our results indicate that protecting the activations is crucial to preserve the accuracy in noisy environments. This observation is in contrast to [30], where the activations are found to be more robust. However, some differences between the two works may explain this opposite finding. On one hand, we quantize the model parameters on 8 bits, while the authors of ARES use 16 bits. The increased bitwidth makes errors affecting the MSBs more critical as they produce larger variations. Additionally, they run inference quantizing weights and activations only between layers, with internal operations still executed in full precision. On the contrary, we use fixed-point arithmetic during the entire process.

Our analysis reveals that the higher sensitivity of activations seems to be a common property among all tested benchmarks, without correlation with their structure. In fact, comparing our results with the architectural structures shown in Table 1, we observe that the same behavior is common both in models with very large activations (e.g., in Industrial they occupy more than 70% of the memory) and in models in which the parameters occupy the largest percentage in memory (e.g., AlexNet requires less than 10%
The adoption of E\textsuperscript{2}CNNs helps also to reduce the amount of memory to be protected. Moreover, E\textsuperscript{2}CNNs significantly reduces the size of the buffers, thus reducing the amount of memory that has to be protected.

### 5.2 Reduction of activation buffers using E\textsuperscript{2}CNNs

The adoption of E\textsuperscript{2}CNNs provides two additional benefits. On one side, it further reduces the memory requirements, thus enabling the desired architecture to fit tightly constrained devices. In particular, this can be done by building the ensemble with $M < N$ instances, where $N$ represents the compression applied to the original CNN. The amount of memory savings is linearly proportional to the number of deployed instances, and it is also affected by the internal structure of the original CNN. In fact, models like Industrial have most of the memory occupied by the activation buffers (Table 1). Therefore, reducing the number of deployed instances in the ensemble marginally affects the total memory occupation, as this technique predominantly reduces the size of the memory storing the model parameters. This solution suits well models like LeNet-5, AlexNet and GoogLeNet, for which the memory footprint reduction is almost proportional to $M/N$. Moreover, E\textsuperscript{2}CNNs with $M < N$ instances not only reduce the memory requirements, but still offer higher resiliency than the original CNN, even with fewer parameters.

The second effect of E\textsuperscript{2}CNNs is the reduction of the activation buffers size. This reduction enables the additional robustness achieved with safe activations, at a smaller cost for their protection. This effect is a direct consequence of the pruning step, since removing an entire filter in a convolutional layer removes also the corresponding entire channel in the output feature map. Table 2 shows the percentage of memory words that each model needs to store the input data, the parameters and the two activation buffers to run each layer. The exact memory savings are shown in parenthesis. The increasing percentage of the memory footprint of the weights in the ensemble solutions corresponds to the decrease of the activations footprint (the absolute size of the weights remains almost constant). Deploying $M < N$ ensembles does not reduce the size required to store the activations, because we assume that they are executed sequentially, reusing the same memory space. These values confirm that an increasing number of instances in the E\textsuperscript{2}CNNs significantly reduces the size of the buffers, thus reducing the amount of memory that has to be protected.

### 5.3 Error-free accuracy of E\textsuperscript{2}CNNs

We first evaluate E\textsuperscript{2}CNNs with reliable memories (i.e., error-free accuracy tests), to compare its accuracy with the accuracy of the original (quantized) CNN. In Table 3, for each model, the highest achieved accuracy among the different evaluated solutions is highlighted in bold. We find that even if E\textsuperscript{2}CNNs is designed to improve error resiliency, it can also improve the accuracy of the original CNN in the absence of errors. This result is not the consequence of a higher number of parameters as it generally happens with SoA ensembles, because the number of parameters is similar in the initial CNN and in the corresponding E\textsuperscript{2}CNNs. Instead, the higher accuracy is the result of the prediction averaging used to build the ensemble: individually training each element of the ensemble makes the resulting models different from each other, even if they share the same structure. At inference time, this difference allows the final averaged predictions to be more accurate, because it takes into account the confidence of each member.

Additionally, we observe that increasing the cardinality of E\textsuperscript{2}CNNs initially results in higher accuracy, but it may lower it, for high values of $N$. This is more evident in LeNet-5, Industrial and AlexNet, and it is the consequence of the model compression applied: to obtain E\textsuperscript{2}CNNs with higher cardinality, the initial model size has to be pruned more and the resulting ensemble is not able to fully recover the accuracy drop. In particular, this happens when the original architecture is not largely oversized for the target dataset. In this situation, the pruning algorithm may not be able to preserve well the original accuracy, which may be critically reduced. An example is Industrial, for which we cannot build the 8-E\textsuperscript{2}CNNs, as the resulting compressed models reach accuracy levels lower than 50%.

### 5.4 Evaluation of E\textsuperscript{2}CNNs with SRAM errors

In this section, we explore the robustness of E\textsuperscript{2}CNNs against errors typical in SRAMs working at sub-nominal voltages (i.e., permanent bit errors). We conduct this analysis by comparing the accuracy of the original CNN with the accuracy of different E\textsuperscript{2}CNNs configurations. In all our experiments we store the activation buffers in a safe memory to better preserve the accuracy. We use the results obtained on the

<table>
<thead>
<tr>
<th>Model</th>
<th>Input (%)</th>
<th>Weights (%)</th>
<th>Activations (%)</th>
<th>MACs (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LeNet-5</td>
<td>2.68</td>
<td>80.81</td>
<td>16.51 (+0.00 %)</td>
<td>100.0</td>
</tr>
<tr>
<td>LeNet-5 2-E\textsuperscript{2}CNNs</td>
<td>2.69</td>
<td>80.71</td>
<td>16.60 (+0.54 %)</td>
<td>185.1</td>
</tr>
<tr>
<td>LeNet-5 4-E\textsuperscript{2}CNNs</td>
<td>2.72</td>
<td>80.52</td>
<td>16.76 (+1.51 %)</td>
<td>255.4</td>
</tr>
<tr>
<td>LeNet-5 8-E\textsuperscript{2}CNNs</td>
<td>3.04</td>
<td>90.54</td>
<td>6.62 (-61.11 %)</td>
<td>146.7</td>
</tr>
<tr>
<td>Industrial</td>
<td>1.92</td>
<td>24.66</td>
<td>73.42</td>
<td>100.0</td>
</tr>
<tr>
<td>Industrial 2-E\textsuperscript{2}CNNs</td>
<td>2.03</td>
<td>24.70</td>
<td>73.27 (-0.21 %)</td>
<td>112.9</td>
</tr>
<tr>
<td>Industrial 4-E\textsuperscript{2}CNNs</td>
<td>2.16</td>
<td>27.47</td>
<td>70.37 (-15.15 %)</td>
<td>108.1</td>
</tr>
<tr>
<td>AlexNet</td>
<td>0.04</td>
<td>94.90</td>
<td>5.06</td>
<td>100.0</td>
</tr>
<tr>
<td>AlexNet 2-E\textsuperscript{2}CNNs</td>
<td>0.04</td>
<td>95.88</td>
<td>4.08 (-19.37 %)</td>
<td>106.6</td>
</tr>
<tr>
<td>AlexNet 4-E\textsuperscript{2}CNNs</td>
<td>0.04</td>
<td>97.08</td>
<td>2.88 (-43.08 %)</td>
<td>100.3</td>
</tr>
<tr>
<td>AlexNet 8-E\textsuperscript{2}CNNs</td>
<td>0.04</td>
<td>99.12</td>
<td>0.84 (-83.40 %)</td>
<td>19.8</td>
</tr>
<tr>
<td>GoogLeNet</td>
<td>0.47</td>
<td>90.48</td>
<td>9.05</td>
<td>100.0</td>
</tr>
<tr>
<td>GoogLeNet 2-E\textsuperscript{2}CNNs</td>
<td>0.49</td>
<td>92.89</td>
<td>6.62 (-26.85 %)</td>
<td>100.8</td>
</tr>
<tr>
<td>GoogLeNet 4-E\textsuperscript{2}CNNs</td>
<td>0.50</td>
<td>94.94</td>
<td>4.56 (-49.61 %)</td>
<td>100.7</td>
</tr>
<tr>
<td>GoogLeNet 8-E\textsuperscript{2}CNNs</td>
<td>0.50</td>
<td>96.18</td>
<td>3.32 (-63.51 %)</td>
<td>100.1</td>
</tr>
<tr>
<td>GoogLeNet 16-E\textsuperscript{2}CNNs</td>
<td>0.51</td>
<td>97.12</td>
<td>2.37 (-73.81 %)</td>
<td>109.1</td>
</tr>
<tr>
<td>MobileNet</td>
<td>5.94</td>
<td>48.51</td>
<td>54.55</td>
<td>100.0</td>
</tr>
<tr>
<td>MobileNet 2-E\textsuperscript{2}CNNs</td>
<td>6.37</td>
<td>51.99</td>
<td>41.64 (-3.91 %)</td>
<td>102.6</td>
</tr>
<tr>
<td>MobileNet 4-E\textsuperscript{2}CNNs</td>
<td>6.82</td>
<td>55.68</td>
<td>37.50 (-6.05 %)</td>
<td>89.9</td>
</tr>
<tr>
<td>MobileNet 8-E\textsuperscript{2}CNNs</td>
<td>7.69</td>
<td>62.82</td>
<td>29.49 (-16.06 %)</td>
<td>79.2</td>
</tr>
</tbody>
</table>

TABLE 2
Contribution of input, weight and activation values to the memory footprint in the original model and E\textsuperscript{2}CNNs ($M = N$). In parenthesis, the percentage change in safe memory footprint. The number of MAC operations reflects the impact of E\textsuperscript{2}CNNs on computational cost.
limited to the number of instances of the ensemble: the drop in error rate. In Fig. 7b we can verify that there is a drop clearly visible in Fig. 7c, where the 8-E 2 CNNs perform better at high error densities, while ensembles with less instances perform worse than other ensembles with lower cardinality up to an error rate of 1 × 10^-4, and still obtain better accuracy than with the original model at nominal voltage. In GoogLeNet, an equivalent error rate can be tolerated within 1% of the original accuracy, but reduces the amount of memory that needs to be protected by 74%. Moreover, as we explore in Section 5.4.2, with E 2 CNNs it is possible to run the 8-E 2 CNNs for GoogLeNet with half the instances under the same error rate, and obtain a reduction in energy consumption of around 50%, all with only a 1% of accuracy drop.

The previous results reflect the average system behavior for different error placements in memory, given a certain error rate. However, manufacturing industry and safety-critical applications are usually more interested in ensuring a target level of performance, given specific conditions. Knowing that some devices will exceed the average accuracy, while some others may be well below it, a yield analysis provides a more accurate estimation of the final outcome than average accuracy because it allows the designer to determine the proportion of the chips that can achieve a desired accuracy level for the expected error rate.

Fig. 8 shows the yield for a reference voltage of 650 mV, which corresponds to a memory error rate of 7 × 10^-4. As a preliminary observation, we notice that E 2 CNNs improves the yield for all the tested benchmarks. For example, in Fig. 8a only 90% of the chips reach an accuracy level of 98% in LeNet-5, while the entire chip population can reach this level when using the 8-E 2 CNNs. Similarly, Fig. 8d shows that all the chips achieve an accuracy of 99% when using the 16-E 2 CNNs, while none of them could reach that level in the original GoogLeNet implementation; at a more conservative accuracy level of 95%, the (4,8,16)-E 2 CNNs all have a yield of 100%, while the predicted yield for the original CNN is just 42%. Experiments on AlexNet (Fig. 8c) indicate an analogous behavior: 100% of the chips can reach 79% accuracy with 4-E 2 CNNs, whereas no chip will reach it with the original model. Finally, in Fig. 8b we observe a yield improvement of 22% for the percentage of chips that can reach 90% accuracy when using the 2-E 2 CNNs.

5.4.1 Robustness analysis

Voltage scaling reduces energy consumption in SRAMs, but it introduces errors in the memory array. Table 4 summarizes the read and write energy reductions achieved at sub-nominal voltages and, for each of them, the corresponding bit error probability [14], [33]. We test our benchmarks injecting either uniformly distributed errors or correlated errors, according to the computed error rates for different sub-nominal voltages.

Fig. 7 shows the accuracy of the original CNN and different E 2 CNNs solutions at different error rates, both for uniformly distributed and correlated errors. On one side, these results demonstrate the improved robustness of the proposed E 2 CNNs. We achieve up to 1.6%, 23.8%, 21.8% and 7.0% accuracy improvements in LeNet-5, Industrial, AlexNet and GoogLeNet, respectively. On the other side, we also observe that ensembles with more instances perform better at high error densities, while ensembles with less elements should be preferred in case of low error rates. This is clearly visible in Fig. 7c, where the 8-E 2 CNNs performs worse than other ensembles with lower cardinality up to an error rate of 7 × 10^-4, but it reaches a better accuracy at the highest error rate. In Fig. 7b we can verify that there is a limit to the number of instances of the ensemble: the drop in accuracy observed for the 4-E 2 CNNs in Table 3 makes this solution sub-optimal (i.e., the 2-E 2 CNNs should be preferred across all the evaluated error rates). This highlights the importance of correctly selecting the cardinality of the ensemble. We find a similar behavior when we inject errors in the entire memory, hence not protecting the activation values.

Although on average the accuracy drop due to correlated errors is 1.1% higher, with a maximum difference of 5.8% at 600 mV, the accuracy improvement of E 2 CNNs is slightly higher in this case. These results (Figs. 7e–7h) show that E 2 CNNs is applicable to both types of errors, even if correlated errors may initially have a stronger impact on CNN robustness.

E 2 CNNs increases the robustness of errors of the tested CNNs. More concretely, in AlexNet it is possible to drop the SRAM supply voltage by 150 mV, which introduces an error rate of 1 × 10^-4, and still obtain better accuracy than with the original model at nominal voltage. In GoogLeNet, an equivalent error rate can be tolerated within 1% of the original accuracy, but reduces the amount of memory that needs to be protected by 74%. Moreover, as we explore in Section 5.4.2, with E 2 CNNs it is possible to run the 8-E 2 CNNs for GoogLeNet with half the instances under the same error rate, and obtain a reduction in energy consumption of around 50%, all with only a 1% of accuracy drop.

The previous results reflect the average system behavior for different error placements in memory, given a certain error rate. However, manufacturing industry and safety-critical applications are usually more interested in ensuring a target level of performance, given specific conditions. Knowing that some devices will exceed the average accuracy, while some others may be well below it, a yield analysis provides a more accurate estimation of the final outcome than average accuracy because it allows the designer to determine the proportion of the chips that can achieve a desired accuracy level for the expected error rate.

Table 3 shows the yield for a reference voltage of 650 mV, which corresponds to a memory error rate of 7 × 10^-4. As a preliminary observation, we notice that E 2 CNNs improves the yield for all the tested benchmarks. For example, in Fig. 8a only 90% of the chips reach an accuracy level of 98% in LeNet-5, while the entire chip population can reach this level when using the 8-E 2 CNNs. Similarly, Fig. 8d shows that all the chips achieve an accuracy of 99% when using the 16-E 2 CNNs, while none of them could reach that level in the original GoogLeNet implementation; at a more conservative accuracy level of 95%, the (4,8,16)-E 2 CNNs all have a yield of 100%, while the predicted yield for the original CNN is just 42%. Experiments on AlexNet (Fig. 8c) indicate an analogous behavior: 100% of the chips can reach 79% accuracy with 4-E 2 CNNs, whereas no chip will reach it with the original model. Finally, in Fig. 8b we observe a yield improvement of 22% for the percentage of chips that can reach 90% accuracy when using the 2-E 2 CNNs.

5.4.2 E 2 CNNs as a mechanism for energy savings

Here, we propose our analysis on how E 2 CNNs can be used to save energy in edge devices equipped with SRAM. When operating these memories at sub-nominal voltages, the saved energy is the result of a reduced cost of memory accesses (Table 4). To estimate the energy reduction, we use our inference simulator to count the number of read and write operations by their individual energy cost. We do not take into account leakage power, nor the additional savings that may obtained in the processor, if operating at the same sub-nominal voltage. Therefore, the presented results can be considered as a lower bound. On average, we observe energy reductions up to 45% when reducing...
the voltage from 850 mV (nominal) to 600 mV in our initial experiments. In particular, the achieved energy reduction obtained at a specific sub-nominal voltage varies among the tested benchmarks and also between the original CNN and proposed E²CNNs, as a consequence of a different number of MAC and memory operations.

Although voltage scaling is a well-known solution to reduce the energy consumption in SRAM, E²CNNs can be adopted as an orthogonal solution to obtain even better results. In fact, we have briefly discussed the possibility of deploying \( M < N \) instances to build the ensemble. This approach reduces memory footprint, execution time and indeed energy cost. Compared to simply pruning the original CNN to obtain a smaller model, E²CNNs represents a better solution because its additional resiliency enables a more aggressive voltage scaling, with limited accuracy drops. Fig. 9 presents the accuracy level that can be reached for different amounts of energy reduction when using the original CNN (black), the pruned CNN having half of the initial memory requirements (red) and our E²CNNs in which only half of the expected number of instances are deployed (blue). In general, any value \( M \) of instances can be used for this purpose in a \( N \)-E²CNNs, with \( 1 < M < N \). However, our choice allows us to better demonstrate the benefits of E²CNNs by doing a comparison with the pruned version of the original model, having a similar memory footprint. The energy reductions in the original CNN are achieved solely through voltage scaling, while in the other two cases the obtained savings are the result of the synergistic use of voltage scaling and model compression. Even if the two solutions share a similar memory size, the ensemble architecture achieves higher accuracies for the same energy saving, or, as an alternative, allows us to save more energy for the same accuracy level.

In particular, we observe in Fig. 9a that E²CNNs reduces energy consumption in comparison to the pruned CNN by a 10.3\%, with an accuracy increase of 0.3\% in LeNet-5. In AlexNet (Fig. 9c), it reduces the energy cost by 50\% at a slight accuracy cost of 3.6\%. In GoogLeNet (Fig. 9d), it jointly improves accuracy (84.5\%) and energy consumption (with a reduction of 55\%), in comparison to the pruned CNN. Industrial (Fig. 9b) represents a peculiar case in this analysis: we know from Fig. 7b that the 2-E²CNNs is the optimal solution, because the dataset-specific design of Industrial makes the model compression algorithm unable to fully preserve the original accuracy, thus preventing high cardinality ensembles from recovering the initial precision.

Fig. 7. Average accuracy for different error rates in the original CNN and E²CNNs using SRAM. Injected errors are uniformly distributed in (a–d) and with correlation along SRAM BLs in (e–h).

Fig. 8. Yield analysis on the original CNN and the E²CNNs at a memory error rate of \( 7 \times 10^{-4} \) (1 \times 10^{-4} in GoogLeNet, as all the configurations fail to achieve acceptable accuracy levels at higher error rates).

Fig. 9. Average accuracy for different energy reductions in the original CNN and E²CNNs using SRAM. For each curve, the leftmost point corresponds to operation at nominal voltage (850 mV). Each point to the right corresponds to the next sub-nominal voltage point and error rate (Table 4). Energy reduction refers to the memory subsystem only.
This means that 1/2-E²CNNs corresponds exactly to the pruned version of Industrial. In this case, both solutions achieve an additional 24% reduction in energy consumption, without affecting accuracy.

5.5 Evaluation of E²CNNs with eDRAM errors

In the previous section we have presented our analysis on E²CNNs applied to embedded systems equipped with SRAM. Here, we propose a similar analysis, but for devices using eDRAM. While only certain voltage levels can be applied in practice in SRAMs, the refresh period can be arbitrarily set in eDRAMs. Therefore, we can adopt an energy-driven approach to conduct these experiments. In this way, we compute in advance the required refresh rate to achieve a target energy saving in the memory subsystem.

We consider 4T GC-eDRAMs and a nominal refresh period of 18.7 µs that ensures that more than 99.99% of the memory cells do not fail [34]. Then, we relax the refresh intervals up to 90 µs, to investigate the trade-off between energy saving and accuracy drop.

In the particular case of CNN applications, we observe that model weights and biases are reused across consecutive inferences, as they are constant. That means that, after a short period, all the eDRAM cells that are vulnerable at the selected sub-nominal refresh rate will fail. In our experiments, we verified that this happens after the first layer of the first inference; in a sense, these errors acquire a static nature similar to the errors that appear in SRAMs. However, activation values are computed and written once per layer, then read in the next one; the time in between is the only period in which they are vulnerable. Therefore, at refresh rates close to the nominal (low error rates), and in the case of fast layers, activation values may not all be wrong before they are read. In that case, the exact error positions can be different for each inference. In a sense, the effective error rate in these cases is lower than the maximum error rate calculated for that refresh rate. Notwithstanding these considerations, for the case of eDRAMs we also observe significant accuracy drops when the activations are not protected (e.g., GoogLeNet, Industrial and AlexNet lose more than 25% of accuracy at an error density of $1 \times 10^{-4}$).

Therefore, we decided to conduct the rest of our experiments using safe activations. In the case of eDRAMs this is easier to control than with SRAMs because, rather than requiring independent voltage domains for each memory block, it is enough to adjust the refresh rate for each memory bank in the refresh controller.

5.5.1 Robustness analysis

To demonstrate the improved error tolerance, we first evaluate refresh period values that allow us to save a certain percentage of the total energy consumption of eDRAM, due to a reduction of memory accesses. These savings are computed for each benchmark, and range from 20% up to 90%. Larger savings would result in error densities in the order of $1 \times 10^{-1}$ and are not presented in this work, because none of the benchmarks can tolerate such high error densities. We observe a particular behavior for LeNet-5: the small size of this CNN makes the pruning unbalanced across its layers. Although the pruned models composing a desired E²CNNs meet the desired memory constraint, the number of required MAC operations is not proportionally reduced. Therefore, the resulting E²CNNs has a higher computational cost, which requires more aggressive refresh rate reductions to achieve the same memory savings.

The opposite effect can be observed for the 8-E²CNNs of AlexNet, as this ensemble architecture has a disproportionately reduced number of MACs.

Fig. 10 presents the results of our experiments. It compares the accuracy of the initial CNN with that of our proposed E²CNNs solutions. We consider protected activations in both the original model and E²CNNs. We observe that the 8-E²CNNs can maintain an accuracy higher than 98% at an error rate of $8 \times 10^{-3}$, for which the accuracy of the original model is largely reduced. We do not include the 4-E²CNNs in Fig. 10a because its computational load requires critical refresh rate reductions to achieve the same energy savings as in LeNet-5, thus making this ensemble an impractical solution for real applications. In Industrial, the 2-E²CNNs represents the optimal ensemble solution, while the high model compression required to build the 4-E²CNNs prevents this solution to recover the initial accuracy. In Fig. 10b we observe that the 2-E²CNNs has a higher accuracy than the original CNN at any error rate. A 4-E²CNNs increases the accuracy up to 12.2% in AlexNet (Fig. 10c) and up to 15.1% in GoogLeNet (Fig. 10d). Interestingly, we notice again that E²CNNs with higher cardinality perform better at high error rates, while E²CNNs with less instances may be preferred at lower error densities.

5.5.2 E²CNNs as mechanism for energy savings

As was the case for SRAM, the best approach to save energy is the use of half E²CNNs. Additionally, the refresh rate can be finely tuned to obtain additional savings. In this way, the energy savings stem from using a smaller model (less memory accesses) and from being able to use lower refresh rates while maintaining similar accuracy levels.

In Fig. 11, we compare the optimal E²CNNs solution with only half of the instances against the pruned version of the initial CNN, which has similar memory requirements. These results show that in general E²CNNs can better preserve the initial accuracy in presence of memory errors. As we discussed for Fig. 9b, the 2-E²CNNs represents the optimal ensemble for Industrial and the corresponding half architecture coincides with the initial pruned CNN. However, for the other benchmarks our proposal outperforms the pruned CNN alternative: in Fig. 11a the 4/8-E²CNNs improves accuracy by 27.7% when saving 60% of energy. The 4/8-E²CNNs in Fig. 11c offers an accuracy still higher than 80%, achieving additional 30% of energy reduction with respect to the pruned version and 90% with respect to the original CNN. Finally, 14.5% of accuracy improvement is obtained in Fig. 11d when saving 60% of energy.

5.6 Evaluation of the E²CNNs heuristic on MobileNet

The heuristic method described in Section 3.3 is built upon the experimental results of LeNet-5, AlexNet, Industrial and MobileNet.

1. The points are not aligned along the x-axis because they correspond to the error rates associated with the refresh rates used in the energy-driven approach presented in Section 5.5.2: different architectures require different error rates to achieve a target energy reduction.
GoogLeNet. Therefore, here we test it on MobileNet, to evaluate its effectiveness on a different CNN model.

For MobileNet, the heuristic selects the 4-E2CNN architecture for high error rates, while the 2-E2CNNs is the architecture selected for lower error densities. Ensembles of higher cardinality are not considered as a pruned MobileNet, e.g., for 8-E2CNNs, has an accuracy drop larger than the maximum threshold used in the heuristic (5%).

Table 3 showed that the 2-E2CNN improves the original accuracy by 0.6% in absence of memory errors. Then, Fig. 12a shows that the suggested solution offers additional robustness at an error rate of $1 \times 10^{-5}$, with an accuracy improvement of 9%, while either the 2-E2CNNs or the 4-E2CNNs improve accuracy by 21% at an error rate of $1 \times 10^{-4}$ in SRAM. However, an exhaustive exploration reveals that the optimal solution is the 8-E2CNNs. In this case, the heuristic discarded that configuration due to the large accuracy drop in the individual instances, although the ensemble architecture is able to recover it—in contrast, ensembles based on AlexNet, Industrial and GoogLeNet cannot recover the initial accuracy level when pruning reduces the accuracy of their instances by more than 5%. Our experiments suggest that this singular behavior might be related to the higher number of normalization layers present in MobileNet, but we were not able to train this architecture without these layers. Therefore, we can only propose this as a reasonable hypothesis for this behavior.

In Fig. 10d, we observe that all the proposed solutions maintain the initial accuracy for refresh rate reductions that produce error densities of $1 \times 10^{-5}$. However, the 4-E2CNNs suggested by the heuristic procedure offers the best accuracy improvement (+36.3% at an error rate of $1 \times 10^{-4}$). Although the heuristic has not found the optimal ensemble, its conservative behavior prevents the selection of E2CNNs that cannot preserve the initial accuracy. Moreover, the predicted architectures can still be used to improve the error tolerance and achieve additional energy savings as shown in Fig. 12c and Fig. 12d. As example, we observe that the 2/4-E2CNNs can save 60% of the total energy consumed in SRAM and 50% of the total energy consumed in eDRAM, while maintaining an accuracy higher than 90%.

### 6 CONCLUSIONS

In this paper we have introduced E2CNNs, a new design methodology to improve robustness against memory errors in embedded systems. In contrast to SoA ensemble methods, our proposed architectural solution can be deployed on constrained devices with no energy or memory overhead. Then, as part of our E2CNNs methodology, we have proposed a new heuristic method that logarithmically checks possible architectures, selecting the most appropriate one for an expected error rate. We developed three error models, to simulate the behavior of SRAMs and eDRAMs operating at sub-nominal conditions. We have shown in our experiments that quantized (fixed-point) activations are more sensitive to memory errors than weights. Thus, activation buffers need to be consistently protected to better preserve the original accuracy, as we measured an average accuracy drop of 34% when errors affect them. Moreover, E2CNNs decreases their size, reducing the amount of safe memory required. Our experiments show that E2CNNs improves error robustness for different error rates, in both SRAMs and eDRAMs. Furthermore, it enables additional energy savings, by reducing the number of instances used to build the ensemble. We demonstrated that E2CNNs represents a better alternative to CNN pruning alone because its increased robustness allows additional memory reduction and more aggressive energy savings, for the same accuracy level. Finally, we
found that relaxing the refresh rate in eDRAMs is more effective to reduce energy consumption than reducing the voltage in SRAMs because the error rates introduced for equivalent energy savings are lower, with a corresponding lower impact on accuracy.
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