Development of a novel two-phase flow solver for nuclear reactor analysis: algorithms, verification and implementation in OpenFOAM
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A B S T R A C T

A porous medium-based representation of nuclear reactors and complex engineering systems more in general can significantly reduce simulation and modelling costs, while preserving a reasonable degree of accuracy via regime map-based correlations for modelling physical interactions. This paper presents a segregated algorithm for the simulation of dispersed two phase flows in such systems treated as porous media in an Eulerian framework. The global algorithm pertaining to the coupling while preserving a reasonable degree of accuracy via regime map-based correlations for modelling physical interactions. This paper presents a segregated algorithm.

1. Introduction

The simulation of multi-phase fluid and heat dynamics in complex engineering systems often results in a trade-off between complexity in the physics and in the geometric modelling. With an increasingly detailed modelling of the system geometry, the resolution of boundary layers and phase interfaces allows the estimation of momentum, heat and mass transfer via first principles. However, this comes at the cost of significant computational burdens. Conversely, any major simplification to the geometric representation needs to be compensated by an adequate choice of models for the aforementioned momentum, heat and mass transfer, generally in the form of system or fluid-specific experimental correlations. Notwithstanding the steady increase of available computational resources to the scientific community, the possibility of exploiting geometrical simplifications by taking advantage of established experimental correlations remains of interest for complex engineering systems modelling. In this context, the porous medium approximation based on volume averaging techniques (Whitaker, 1985) has enjoyed a wealth of applications for Navier–Stokes flows both in single-phase and multi-phase scenarios, thus outside its traditional domains of Darcy and Brinkman-Forchheimer flows in microscopically porous media (Kozelkov et al., 2018). These applications range from flows through internal combustion engine silencers (Montenegro et al., 2013), fibrous materials and rod arrays (Penha et al., 2011), media obstructed by macroscopic debris (Colas et al., 2019), gas turbines (Ford et al., 2013), boilers (Hovi et al., 2016), condensers and heat exchangers in general (Kim et al., 2019).

In the nuclear field, several codes take advantage of a porous-medium approach, such as BACCHUS-3D (Bottoni et al., 1987), TWO-POROFLOW (Chavez et al., 2018) and, more recently, various OpenFOAM-based (Weller et al., 1998; OpenCFD, 2021) single-phase solvers such as GeN-Foam (Fiorina et al., 2015) and other reactor-specific solvers (Clifford, 2013), with applications to fuel elements (Radman et al., 2019; Yu et al., 2015; Sarkar et al., 2018) as well as whole nuclear reactor cores (Vanderhaegen et al., 2011; Sipaun and Usman, 2015; Abbassi et al., 2016). One may notice also that the widely employed sub-channel codes can be considered as a non-isotropic declination of the porous-medium approach. Porous-medium (and sub-channel) approaches are normally employed to achieve higher accuracy with respect to legacy 1-D system codes. Furthermore, the porous-medium approach presents some advantages that fit well the growing interest towards high-fidelity multi-physics applications. A first advantage is that the porous-medium equations revert back to standard Navier–Stokes RANS equations in clear-fluid (i.e. non-porous) regions. This allows for a seamless integration of porous-medium and fine-mesh RANS approaches, which in turns allows for implicitly coupled simulations e.g. of core and plena in Light Water Reactors (LWRs), or core and pools in Sodium Fast Reactors (SFRs). In addition to this, the porous medium approach can be developed based on common unstructured
### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>Volumetric phase fraction ($-$)</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Characteristic mesh cell dimension (m)</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Numerical error ($-$)</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Specific turbulent kinetic energy dissipation rate ($\frac{m^2}{L s^3}$)</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>Volumetric mass source/sink ($\frac{m}{L^3}$)</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Thermal conductivity ($\frac{m^2}{L s K}$)</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Molecular viscosity (Pa s)</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Kinematic diffusivity ($\frac{m^2}{L^2}$)</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density ($\frac{m}{L^3}$)</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Structure tortuosity tensor when modelled by porous medium ($-$)</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Superficial flux ($\frac{m}{L^2}$)</td>
</tr>
<tr>
<td>$\phi_i$</td>
<td>Volumetric flux ($\frac{m^3}{L^3}$)</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Continuity error ($\frac{m^4}{L^6}$)</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>Computational domain</td>
</tr>
<tr>
<td>$a$</td>
<td>Thermal diffusivity ($\frac{m^2}{L^2 s}$)</td>
</tr>
<tr>
<td>$D_h$</td>
<td>Hydraulic diameter or phase characteristic dimension (m)</td>
</tr>
<tr>
<td>$e_p$</td>
<td>Parallel efficiency ($-$)</td>
</tr>
<tr>
<td>$g$</td>
<td>Gravitational acceleration ($\frac{m}{L^2 s^2}$)</td>
</tr>
<tr>
<td>$h$</td>
<td>Enthalpy ($J$)</td>
</tr>
<tr>
<td>$H$</td>
<td>Heat transfer coefficient ($\frac{W}{m^2 K}$)</td>
</tr>
<tr>
<td>$i, j$</td>
<td>Phase indices, either 1 or 2</td>
</tr>
<tr>
<td>$k$</td>
<td>Specific turbulent kinetic energy ($\frac{m^2}{L^2 s^3}$)</td>
</tr>
<tr>
<td>$K, K$</td>
<td>Dimensional drag factor, scalar for fluid–fluid drag, tensor for fluid–structure drag ($\frac{m}{L^2 s^3}$)</td>
</tr>
<tr>
<td>$p$</td>
<td>Pressure (Pa)</td>
</tr>
<tr>
<td>$Q$</td>
<td>Volumetric heat flux ($\frac{W}{m^3}$)</td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature ($K$)</td>
</tr>
<tr>
<td>$u$</td>
<td>Velocity ($\frac{m}{L s}$)</td>
</tr>
<tr>
<td>$V$</td>
<td>Volume ($m^3$)</td>
</tr>
<tr>
<td>$V_i$</td>
<td>Virtual mass coefficient ($-$)</td>
</tr>
</tbody>
</table>

This paper presents a novel segregated algorithm for the treatment of dispersed two-phase flows in nuclear reactors or other complex engineering systems that can be modelled via a porous-medium approach. The algorithm allows modelling all essential components of porous-medium flows, including: 1) modelling of structure anisotropy via tortuosity tensors; 2) tensorial approach to modelling of fluid–structure drag; 3) fluid-coupled models for the treatment of structure heat sources; 4) flexible flow regime map representation of transfer models (i.e. drag, heat, mass transfer). The algorithm has been implemented based on the OpenFOAM C++ numerical library (Jasak, 2009; Weller et al., 1998; OpenCFD, 2021) in the context of the activities carried out at the EPFL/LRS and aimed at the development of an OpenFOAM-based platform for nuclear reactor analysis (Fiorina et al., 2016; Fiorina et al., 2017; Sciarra et al., 2020; Fiorina, 2019). It will be used to complement the GeN-Foam solver with two-phase flow capabilities, aiming at the multiphysics analysis of BWRs, accidental transients in SFRs, and helium bubbling in Molten Salt Reactors.

In particular, the focus of the present paper is on: 1) description of the algorithms for the solution of the continuity, momentum and energy conservation equations, with special regard to a novel implementation of a Partial Elimination Algorithm (PEA) (Spalding, 1980) for the solution of the pressure–velocity coupling; 2) verification of the numerics via the Method of Manufactured Solutions (MMS) (Salari and Knupp, 2000); 3) assessment of the performance of the PEA against alternative solution approaches.

The paper is organized as follows. Section 2 provides a description of the code algorithms and numerics, inclusive of their derivation. Section 3 deals with code verification by the Method of Manufactured Solutions. In Section 4, the performance of the novel Partial Elimination Algorithm is assessed. This is performed for a variety of cases, ranging from a 1-D sodium boiling case to a standard two-phase OpenFOAM test case, namely a 2-D problem concerning bubble injection in a water column. In Section 5, the strong scaling of the solver up to 4096 processor cores is assessed. In Section 6, conclusions are drawn and future work perspectives are provided.
with Explicit Solution (MULES) algorithm (Weller, 2008), which is a particular instance of a Flux Corrected Transport (FCT) technique (Boris and Book, 1997). The overall idea behind FCT and MULES is outlined in subSection 2.2.1.

2.1.2. Momentum conservation equations

The general form of the momentum conservation equation for the i-th phase is:

\[
\frac{\partial}{\partial t}(\rho_i \mathbf{u}_i) + \nabla \cdot (\rho_i \mathbf{u}_i \otimes \mathbf{u}_i) = -\alpha_i \nabla p + \nabla \cdot (\alpha_i \rho_i \mathbf{u}_i (\nabla \mathbf{u}_i) + (\nabla \mathbf{u}_i)^T - \frac{2}{3} \nabla \mathbf{u}_i) + \mathbf{S}_i,
\]

in which the second term on the left hand side is the divergence of the deviatoric stress tensor treated with the Stokes hypothesis. The porous structure tortuosity tensor figures as \( \tau \), and, for ease of visualization, one can think of the whole effective kinematic viscosity term being modelled no longer as scalar but as a tensor in the form \( \delta \tau \). Other source terms have been grouped in \( \mathbf{S}_i \):

\[
\mathbf{S}_i = \mathbf{K}_i (\mathbf{u}_i - \mathbf{u}_i) - \mathbf{K}_i \mathbf{u}_i + V_{\alpha_i} \rho_i \frac{\partial}{\partial t} \mathbf{u}_i + \nabla \mathbf{u}_i - \mathbf{G}_i \mathbf{u}_i - \mathbf{G}_e \mathbf{u}_i + \alpha_i \mathbf{u}_i + \mathbf{S}_i,
\]

where \( \mathbf{K}_i \) denotes the matrix trace operator. The fluid–structure drag coefficients \( \mathbf{K}_i \) are computed starting from a single total structure drag coefficient \( \mathbf{K}_e \). In turn, this is calculated starting from the single phase drag coefficient of the continuous phase and the well known two-phase drag multiplier method. The actual multiplier and drag coefficient models are selectable at run time and will not be discussed for the remainder of this work. Lastly, by the continuity error \( \delta \) we mean the numerical evaluation of Eq. (2.1) so that:

\[
\delta_i = -\frac{\partial}{\partial t}(\rho_i \mathbf{u}_i) + \nabla \cdot (\rho_i \mathbf{u}_i) - \mathbf{G}_i,
\]

which should physically be null at all times. These continuity errors are a consequence of the segregated nature of our algorithm. Once evaluated, they can be used explicitly to correct Eqs. (2.1), (2.4), (2.6) which was also observed to help stabilizing the solution.

2.1.3. Energy conservation equation

The energy conservation equation for each phase is formulated and solved in terms of its enthalpy \( h_i \) with an explicit contribution from specific kinetic energy \( e_{ki} \) as:

\[
\frac{\partial}{\partial t}(\alpha_i \rho_i (h_i + e_{ki})) + \nabla \cdot (\alpha_i \rho_i \mathbf{u}_i (h_i + e_{ki})) - \nabla \cdot (\alpha_i \mathbf{u}_i \nabla h_i) = -\alpha_i \frac{\partial}{\partial t} p + \alpha_i \rho_i \mathbf{u}_i \cdot \mathbf{g} + \mathbf{S}_{i_d} + \mathbf{S}_i + S_{i_e} + \xi (h_i + e_{ki})
\]

(2.6)

The source terms on the left-hand side consist of the pressure-work term, gravitational work, interfacial heat transfer, source due to structure heat sources, mass transfer and a numerical correction term to account for numerical deviations from mass conservation, as seen when discussing the momentum equation.

The interfacial fluid heat transfer \( S_{i_d} \) is treated via a two-resistance model, which considers that the bulk of each phase does not exchange heat directly with the bulk of the other phase, but with the fluid–fluid interface. This source contribution can be modelled as \( S_{i_d} = H_d A_{ij}^h (s_{i_d} - T_i) \) with \( H_d \) being the bulk-interface heat coefficient for phase \( i \), \( A_{ij}^h \) the interfacial area density and \( T_i \) the interfacial temperature. It is clear that an interfacial source term expressed in terms of a temperature difference cannot be treated implicitly when solving for enthalpy. However, by linearizing enthalpy around the latest available phase enthalpy \( h_i^* \) corresponding to \( T_i \), the source can be re-written as:

\[
S_{i_d} = H_d A_{ij}^h \left( \frac{1}{C_{pi}} (h_i^* - h_i) + T_i - T_i^* \right)
\]

(2.7)

In general, all heat sources are treated semi-implicitly via enthalpy linearization as it increases the diagonal dominance of the resulting discretized energy conservation matrix. The interfacial temperature \( T_i \) is modelled in different ways depending of whether a phase change model is used or not. If no phase change model is used, no mass transfer can occur between the phases and the temperature is set so to ensure heat conservation across the interface:

\[
T_i = \frac{H_{di} T_i + H_d T_{i}}{H_{di} + H_d}
\]

(2.8)

If a phase change model is used and mass transfer can occur, the interfacial temperature is set to the saturation temperature by a saturation model. The assumption that the interface is always at saturation is relatively common in dispersed multiphase flows (Saul et al., 2016). The fluid–structure heat source is treated in a similar way:

\[
S_{i_d} = H_{di} A_{ij}^h \left( \frac{1}{C_{pi}} (h_i^* - h_i) + T_i - T_i^* \right)
\]

(2.9)

which is formally identical to (2.7), except that \( A_{ij}^w \) is the volumetric area density of the structure and \( f_i \) is a regime-dependent factor that quantifies how the fluid–structure contact area is split between the phases, with \( f_1 + f_2 = 1 \). This factor is introduced to enable the description of transitions in flow geometry e.g. from annular, in which only one fluid contacts the structure and thus exchanges heat with it, to inverted-annular, in which the fluids switch roles. The structure surface temperature \( T_i \) is updated via dedicated models before the solution of the energy equation. The last source term \( S_{i_e} \) is the enthalpy transfer associated with mass transfer between the two phases. Currently it is computed via a heat conduction limited model (U.S. Nuclear Regulatory Commission, 2008), namely:

\[
\Gamma_i = -\Gamma_i \frac{Q_{i,ad} + Q_{i,ed}}{h_{rad,i} - h_{sat,i}}
\]

(2.10)
with $Q_{i\rightarrow\delta}$ being the volumetric heat flux from phase $i$ to the interface and $h_{i\delta}$ the saturation enthalpy of phase $i$. In essence, this formulation computes mass transfer so to ensure energy conservation at the interface. Defining $\Gamma_i(r) = \max(\Gamma_i(r), 0)$ as the mass source contribution, and $\Gamma_i(r) = \min(\Gamma_i(r), 0)$ as the mass sink contribution, the enthalpy source due to mass change is modelled as:

$$S_i = \Gamma_i h_{sat,i} + \Gamma_i h_i$$

with $h_{sat,i}$ being the enthalpy evaluated at the saturation temperature. In qualitative terms, wherever mass transfer acts as a mass source for phase $i$, enthalpy is added at saturation. However, wherever mass transfer acts as a sink, enthalpy is removed at the current fluid enthalpy, rather than saturation enthalpy. The reason for this is that phase transfer models generally depend on super-heat or under-cooling of the phase to drive mass transfer. Thus, if mass is being removed from one phase at an enthalpy (e.g. the saturation one) different than its current enthalpy, the remaining fluid might be left a temperature different than the saturation one, and a thermal run-away is possible. These phenomena were highlighted during the development of some computer codes for nuclear reactor analysis, e.g. the TRACE code of the U.S. Nuclear Regulatory Commission (U.S. Nuclear Regulatory Commission, 2008).

### 2.2. Solution algorithm

The solution strategy we have adopted is presented in Fig. 1. It is based on a merged PISO-SIMPLE (Issa et al., 1986; Patankar and Spalding, 1972) algorithm (PIMPLE). Within each time step, a certain number of outer iterations (logically equivalent to SIMPLE iterations, even though they are more generally referred to by the global algorithm name, i.e. PIMPLE iterations) can be performed to resolve the coupling between velocity, pressure and energy. In particular, each outer iteration consists of the following steps:

1. update the flow regime map. In this context, each flow regime acts as a place-holder for different models used to compute the inter-phase transfer coefficients. At this step, the spatial extent of every regime is assessed based on the flow regime map;
2. update inter-phase transfer coefficient. These consist of: fluid–fluid drag factor $K_{ii}$, fluid–structure drag factors $K_{is}$, fluid bulk-interface heat transfer coefficients $H_i\delta$, fluid–structure heat transfer coefficients $H_{is}$, fluid–fluid interfacial area density $A_{\delta\gamma}$, fluid–structure contact fractions $f_i$ and characteristic fluid dimensions $D_{hi}$; This update is performed based on the updated spatial extent of the regimes;
3. the MULES algorithm is used to compute the new phase fractions $\alpha_i$ and volumetric fluxes $\phi_i$, starting from the existing face-centered superficial fluxes $\phi_i$ and the latest available evaluation of compressibility effects quantified by $C_i$ (as defined by (2.3)). The algorithm can be iterated multiple times within each outer iteration to allow for sub-cycling. Sub-cycling consists in solving the phase fraction equation a number $N$ of times over a time step $N$ times smaller than the global time-step, which allows to ease the time step

Fig. 1. Flowchart of the solution algorithm. Red arrows indicate that a section (outlined in bold black) consists of a loop (governed by certain conditions). On the rightmost side, the different flowchart steps are logically grouped into what we refer to as “components".
limitations imposed by the CFL condition. The MULES algorithm is discussed in subSection 2.2.1;
4. construct the momentum equations, as described in greater detail in subSection 2.2.2;
5. pressure corrector loop. The solution of the pressure equation is iterated to resolve the pressure–velocity coupling non-linearity and other momentum source terms. This is logically equivalent to the PISO loop. Potential pressure gradient non-orthogonalinity is treated via an OpenFOAM-standard non-orthogonal nested corrector loop. Velocities \( \mathbf{u} \) and superficial fluxes \( \phi_f \) are updated at the end of each pressure correction iteration, as well as the compressibility contributions \( C_i \);
6. update mass transfer term \( \Gamma_i = -\Gamma_j \). This is inclusive of the saturation model update and fluid–fluid interfacial temperature \( T_i \) update;
7. update/solve structure energy models. Structure surface temperatures \( T_i \) are updated according to the specified structure modelling options;
8. solve for phasic enthalpies \( h_i \) and update fluid temperatures \( T_i \).

### 2.2.1. Phase fraction equations and Flux Corrected Transport

Flux Correct Transport (FCT) was originally devised as a method to solve the continuity equations using a hybrid discretization of the advective term: less diffusive than a low-order scheme (e.g. upwind) yet not resulting in a potentially unbounded phase fraction that a higher-order scheme might cause. This is particularly relevant close to steep advection terms, where the second term on the left hand side is still on the left hand side is the advection contribution, which can be explicitly evaluated as a sum over cell faces \( cf \) of the volumetric flux \( \phi_{CF} \). The core idea of FCT is to construct \( \phi_{CF} \) as a combination of a flux obtained via a low-order interpolation scheme \( \phi_{CF,LO} = ((a_i u_j)_|LO S_f \) and a flux obtained via a high-order interpolation scheme \( \phi_{CF,HI} = ((a_i u_j)_|HI S_f \);

\[
\phi_{CF} = \phi_{CF,LO} + \lambda (\phi_{CF,HI} - \phi_{CF,LO})
\]  

in which \( \lambda \) are limiting factors that quantify the maximum possible contribution from a high-order flux that guarantees boundedness. All the different implementations of a FCT technique consist in variations on how \( \lambda \) is computed. The MULES algorithm is already implemented in several OpenFOAM solvers and was adopted in this work, beside few minor modifications. The general idea behind MULES is to compute \( \lambda \) from mass balance and allowable phase fraction considerations on a cell-by-cell basis. The detailed procedure at the heart of the MULES algorithm is described in (Weller, 2008; Santiago Marquez, 2013) and is conceptually similar to the limiters devised by Zalesak (Zalesak, 1979).

\[
(\hat{M}_1 + K(\hat{M}_2 \hat{M}_1^{-1} \hat{M}_1 + \hat{I})) \mathbf{u}_1 = \mathbf{b}_1(p) + K\hat{M}_1^{-1}(\mathbf{b}_2(p) + \mathbf{b}_3(p))((\hat{M}_2 + K(\hat{M}_1^{-1} \hat{M}_2 + \hat{I})) \mathbf{u}_1 = \mathbf{b}_2(p) + K\hat{M}_1^{-1}(\mathbf{b}_1(p) + \mathbf{b}_3(p))
\]  

It is clear from the structure of system (2.16) that the coupling between the phases is now treated in a fully implicit manner. However, the numerical assembly of the system is computationally more intensive due to the additional matrix inversion operations. The idea is then to solve the momentum equations, but to take advantage of the discrete momentum matrices to assemble the pressure equation. The velocities can then be algebraically reconstructed from the pressure gradient as it is generally done in a traditional pressure correction step.

Various possibilities exist to assemble the pressure equation. In our case, due to the shared phase pressure framework, it is obtained from the sum of the continuity Eq. (2.1) for the two phases:

\[
\nabla \cdot (\rho \mathbf{u}_i + \alpha_i \mathbf{u}_i) = S(p)
\]  

The specifics of how these steps are iterated are what distinguishes the various established solution algorithms (e.g. SIMPLE (Patankar and Spalding, 1972), PISO (Issa et al., 1986), PIMPLE). As previously stated, the framework of the pressure–velocity coupling employed in this work is the PIMPLE algorithm. In particular, the present subsection deals with introducing the particular way in which the pressure–velocity coupling is dealt with in our case, and the role of the Partial Elimination Algorithm. Assume we can linearize and discretize the momentum equations according to a chosen set of discretization schemes, so that Eq. (2.4) can be expressed as:

\[
\dot{M}_1 \mathbf{u}_1 = \mathbf{b}_1(p) + K(\mathbf{u}_2 - \mathbf{u}_1)\hat{M}_2 \mathbf{u}_2 = \mathbf{b}_2(p) + K(\mathbf{u}_1 - \mathbf{u}_2)
\]  

in which \( \hat{M}_i \) is the discretized momentum transport operator, \( b_i(p) \) is the source term resulting from an explicit evaluation for the pressure gradient, and where the fluid–fluid drag term is treated separately. The drag coefficient \( K_{12} \) pedix will be omitted for the sake of conciseness.

The first option to treat the coupling term is an explicit representation where the latest available values for the phasic velocities are employed. This treatment is simple but potentially unstable for large values of the coupling coefficient. The second option is to treat it semi-implicitly by modifying the operator diagonal as follows:

\[
\dot{M}_1' = \dot{M}_1 + K\hat{I}
\]  

so to increase the diagonal dominance of the system. Nonetheless, an explicit evaluation of the remaining \( \hat{M}_0 \) on the left hand side is still required. This approach is generally referred to as the Partial Implicit treatment (Karema and Lo, 1999). The third option, know as Partial Elimination (Spalding, 1980) and adopted in our algorithm, removes the coupling terms via an adequate manipulation of the original equations:
in which $S(p)$ denotes the sum of all terms related to mass-transfer and compressibility effects of both phases as seen on the right-hand side of Eq. (2.1), the latter possibly being pressure-dependent in some way. The time derivative of the sum of phase fractions is null assuming that the volume fraction of the structure is constant in time. In order to obtain an equation for pressure from (2.17), an algebraic relationship between phase velocities and pressure is required.

The momentum transport operator $\hat{M}_t$ introduced earlier can be decomposed in a diagonal part $\hat{M}_{D,t}$ and an off-diagonal part $\hat{M}_{O,D,t}$. Since the diagonal coefficients are the same for all velocity components of a phase, these will be represented with a scalar field $A_i = \hat{M}_{D,t}$. By recalling that the source term $b_i(p) = b_i^b + \alpha_i Vp$ is inclusive of the pressure gradient and by defining $H_i = -\hat{M}_{O,D,t}u_i + b_i^b$ as the explicit evaluation of the off-diagonal velocity contributions inclusive of other source terms, an algebraic relationship between each velocity field and the pressure gradient can be obtained from either (2.14) or (2.16) (Issa et al., 1991; Jasak., 1996). In our algorithm, we employ (2.16) by decomposing the momentum transport operator $\hat{M}_t$ in a diagonal part $A_i$ and an explicit off-diagonal contribution $H_i$ as described before. By defining $A_i^* = A_i + K(1 + \frac{\alpha_i}{\alpha})$, the following relationship can be obtained:

$$u_1 = \frac{1}{A_i^*} \left[ \left(1 + K\frac{\alpha_i}{A_i^*}\right)H_i - \left(1 + K\frac{\alpha_i}{A_i^*}\right)\sum f_i \left(\frac{\alpha_i}{A_i^*} - K\frac{\alpha_i}{A_i^*}\right)\nabla p \right]$$

$$u_2 = \frac{1}{A_i^*} \left[ \left(1 + K\frac{\alpha_i}{A_i^*}\right)H_i - \left(1 + K\frac{\alpha_i}{A_i^*}\right)\sum f_i \left(\frac{\alpha_i}{A_i^*} - K\frac{\alpha_i}{A_i^*}\right)\nabla p \right]$$

(2.18)

The relationship established by (2.18) thus accounts for Partial Elimination (as there is no coupling between the velocities) and is used to construct and solve a pressure equation from (2.17) as:

$$\nabla S(p) = \frac{\alpha_i}{A_i^*} + \frac{\alpha_i}{A_i^*} + \frac{\alpha_i}{A_i^*} + \frac{\alpha_i}{A_i^*} - \left(\frac{\alpha_i}{A_i^*} + \frac{\alpha_i}{A_i^*}\right)\nabla p$$

(2.19)

Finally, the relationship established by (2.18) is used to compute the velocities from the newly computed pressure gradient.

For the sake of completeness and better comparison to readily available literature and implementations, it is worth noting that, in existing OpenFOAM implementations, the pressure-velocity relationship is instead derived from (2.14) with an implicit treatment of $-\kappa u_i$ by decomposing the momentum transport operator $\hat{M}_t$ in a diagonal part $A_i = A_i + K$ and an explicit off-diagonal contribution $H_i$ as described before. The following relationship is obtained:

$$u_1 = \frac{1}{A_i} \left[ -\alpha_i \nabla p + H_i + \kappa u_i \right]$$

$$u_2 = \frac{1}{A_i} \left[ -\alpha_i \nabla p + H_i + \kappa u_i \right]$$

(2.20)

The relationship established by (2.20) is not based on Partial Elimination. Nonetheless, it is used to construct and solve a pressure equation from (2.17), which consequently also evaluates the coupling contribution explicitly:

$$\nabla \left(\frac{\alpha_i}{A_i^*}H_i + \kappa u_i \right) - \nabla S(p) = \frac{\alpha_i}{A_i^*} + \frac{\alpha_i}{A_i^*} + \frac{\alpha_i}{A_i^*} + \frac{\alpha_i}{A_i^*} - \left(\frac{\alpha_i}{A_i^*} + \frac{\alpha_i}{A_i^*}\right)\nabla p$$

(2.21)

Partial Elimination is considered in the velocity correction step. Unlike the approach we adopted, velocities are not computed from the same pressure-velocity relationship used to construct the pressure equation. Instead, Partial Elimination is used to eliminate the coupling variables from (2.20) to obtain:

$$u_1 = \frac{1}{A_i^*} \left[ -\alpha_i \nabla p + H_i + \frac{K}{A_i^*}H_i - \alpha_i \nabla p \right]$$

$$u_2 = \frac{1}{A_i^*} \left[ -\alpha_i \nabla p + H_i + \frac{K}{A_i^*}H_i - \alpha_i \nabla p \right]$$

(2.22)

One may notice how the algorithm we adopted eliminates an explicit evaluation of the coupling term in the pressure equation. The performance of this approach versus the one that is currently implemented in OpenFOAM is compared in Section 4.

For completeness, we should point out at this point that face-centered superficial fluxes $\phi_i$, instrumental to the solution of the phase fraction equations via the MULES algorithm, must also be updated after solving the pressure equation. In principle these fluxes could be evaluated as $\phi_i = u_i^f/S_f$ with $\phi_f$ denoting face interpolation via a prescribed scheme and $S_f$ being the face superficial area vectors. In practice, velocity itself is not interpolated to the faces, rather, the right-hand-side of the employed pressure-velocity relationship (e.g. (2.18), (2.22)) is interpolated and dotted with $S_f$. As the solution of the pressure equation relies on a standard OpenFOAM variant of the Rhie-Chow interpolation technique (Rhie and Chow, 1983), these interpolated quantities are already available after the pressure equation solution, so that there is no need for additional velocity interpolation operations.

2.2.3. Remarks on cell-centered and face-centered momentum treatment

Our algorithm employs a standard co-located variable treatment, meaning that all variables are stored at cell centers. In particular, during the update of the velocity at the pressure-correction step (e.g. (2.18), (2.22)), pressure gradients are evaluated at cell-centers. However, an alternative option consists in reconstructing the velocity at the cell centers directly from the superficial fluxes $\phi_i$, evaluated as described in the previous section. In particular, the face-interpolated velocity field $u^f_i$ (or any vector field defined at cell faces for that matter) can be reconstructed at cell centers via:

$$u = \left(\sum f_i (n_i \otimes S_f)\right) - \left(\sum f_i (n_i (u^f_i,S_f))\right)$$

(2.23)

with $n_i$ being the face normal vector. By considering that $\phi_f = u^f_i/S_f$, it follows that (2.23) can be used to reconstruct cell-center velocities from the superficial flux. This option is implemented in some multi-phase OpenFOAM solvers and is referred to as face-momentum, as it mimics the logic behind a staggered grid approach. The face-momentum approach was found to reduce phase fraction checkerboarding effects in some circumstances and enhance stability (Weller, 2015). For this reason, a face-centered variant of our algorithm has also been developed. It should however be noted that, as the superficial fluxes are obtained from a face-interpolated version of the pressure-velocity relationship, a certain degree of loss of accuracy is expected, with particular regard to the transport part of the momentum equation that figures in both the explicit off-diagonal contributions $H_i$ and the diagonal coefficients $A_i$.

2.2.4. Remarks on phase appearance-disappearance

As it is clear from the governing equation, the presence of single-phase regions in the computational domain results in null matrix diagonal coefficients. While different approaches exist with dealing with the so called phase appearance-disappearance issue (Zou et al., 2016), the approach employed in the present algorithm consists in limiting the phase fraction value to a residual value of $1 \times 10^{-9}$ before velocity and enthalpy matrix assembly and discretization. The actual choice of the residual value was found to be inconsequential on calculation result as long as it was reasonably small (i.e. $\leq 1 \times 10^{-3}$). On a different note instead is the issue of phase-appearance disappearance due to thermally-
driven phase change. If the effective volumetric enthalpy of one phase (i.e., the enthalpy per unit volume times the phase fraction \( \alpha \rho h \)) is small in a given portion of the domain (e.g., of the vapour phase at boiling inception), said phase will be considerably more prone to large temperature oscillations: for a given quantity of volumetric heat transferred to or from one phase in a computational cell, the phase temperature change will be inversely proportional to its mass in said cell. In turn, the large temperature oscillations will affect the thermally-driven mass transfer, and severe instabilities can occur. This issue can be entirely solved by setting the enthalpy of the low-volume-fraction phase to the saturation enthalpy in those cells where the phase fraction is below a user-specified threshold, and solving for the phasic enthalpy in the rest of the domain. This proves necessary only for the vapour phase in systems in which a large density difference exists between vapour and liquid (e.g. sodium in SFRs). A threshold phase fraction value of the order of magnitude of \( 10^{-2} \) proved to be effective in the vast majority of sodium boiling cases.

3. Verification

While verification should in principle cover both fluid-dynamics and thermo-dynamics, the thermal part of the solver relies on well-established OpenFOAM matrix assembly and solution operations. Thus, the verification covers only the fluid-dynamics aspect of the solver, with particular regard to the Partial Elimination Algorithm. The chosen verification approach consists in the Method of Manufactured Solution, which has enjoyed some utilization in the field of multi-phase solvers (Brady et al., 2012) and is considered to be the most flexible verification approach. A detailed explanation of the Method of Manufactured Solutions is out of scope of the present work, as it is a standard, albeit complex verification approach that has been extensively covered in other works (Salari and Knupp, 2000). Nonetheless, the general idea behind such approach is introduced in subSection 3.1 while the results of the verification effort are summarized in (3.2) for a variety of cases.

3.1. The Method of Manufactured Solutions

Let us consider a computer code implementation that solves a problem for an unknown \( x \) governed by an equation represented in an operator form as \( Mx = b \). The Method of Manufactured Solutions can be summarized as follows:

1. select/construct an analytical target solution \( x_0 \) that the code is supposed to approximate;
2. derive the analytical source term \( s \) that satisfies \( Mx_0 - b = s \), which is possible since the analytical form of \( M \) is known;
3. implement the analytical source term \( s \) in the code;
4. select a set of boundary conditions that reflect the behaviour of \( x_0 \) at the domain boundaries;
5. compare the solution \( x \) provided by the code with the target solution \( x_0 \) and draw conclusions based on a set of verification acceptance or rejection criteria.

The choice of \( x_0 \) is arbitrary and not bound by the physical properties that the system equation is supposed to model. Nonetheless, following the purpose of a verification effort, any \( x_0 \) should satisfy a certain number of properties, most importantly: 1) be composed of smooth analytic functions to ensure that theoretical order-of-accuracy can be attained (which ties into verification criteria discussed later); 2) be general enough and have a non trivial number of derivatives so to exercise all terms of the governing equation; 3) do not compromise code robustness by predicting values outside the intended solution range (e.g., unbounded phase fraction values). Furthermore, since boundary conditions are an integral part of the solution procedure, the verification should be repeated for different sets of boundary conditions.

With regards to verification acceptance criteria, the one employed in this work consists in the assessment of the order-of-accuracy of the numerical solution. This translates into evaluating the solution with increasingly refined meshes, and to assess the order-of-accuracy \( q \), which quantifies how numerical errors \( \varepsilon \) scale as a function of a characteristic mesh dimension \( h \), so that \( \varepsilon = O(h^q) \). The verification criterion thus consists in assessing whether or not the observed order-of-accuracy reflects the theoretical order-of-accuracy, which depends on the employed set of equation discretization and interpolation schemes. In particular, the errors considered in this work consist of the \( L^2 \) norm error:

\[
\varepsilon_{L^2} = \sqrt{\int_{\Omega} (x - x_0)^2 \, d\Omega}
\]  

(3.1)

and the \( L^\infty \) norm error:

\[
\varepsilon_{L^\infty} = \sup_{\Omega} |x - x_0|
\]  

(3.2)

3.2. Results

The investigated domain consists in a 2-D square domain of side \( L = 0.1 \) m with a uniform square meshing. The following expressions have been selected for phase fractions \( \alpha \), phase velocities \( \mathbf{u} \), and pressure \( p \):
\[\begin{align*}
\alpha_1 &= x + y; \\
\alpha_2 &= 0.5 + 2.5 \times \cos(\pi(10x - 4t)) \\
\alpha_3 &= 1.0 - \alpha_1 - \alpha_2 \\
u_{1,3} &= 0.25 \sin^2(10xy) \\
u_{2,3} &= 0.1 \sin^2(10xy) \sin^2(10zx) \\
u_{3,3} &= -u_{3,3} \\
p_0 &= 1 \times 10^3 \left( x - 0.1 \right) \times 10^4
\end{align*}\]

This choice exercises all the terms of the governing equations, including all derivative terms. With regards to boundary conditions, a number of combinations were investigated. The results presented in this section were obtained via Neumann boundary conditions for pressure at \(y = 0\), \(y = L\), \(x = 0\) and for \(\alpha_1\), \(u_{1,2}\) at \(y = 0\), \(y = L\), \(x = L\), while Dirichlet boundary conditions were imposed for pressure at \(x = L\) and for \(\alpha_1\), \(u_{1,2}\) at \(x = 0\). Results comparable to the ones that are presented were obtained for other combinations of boundary conditions. Fluid thermophysical properties and inter-phase coupling coefficients were set so that the contributions of all terms in the momentum equations are comparable in magnitude. The resulting analytical source terms for the physical properties and inter-phase coupling coefficients were set so that the contributions of all terms in the momentum equations are comparable in magnitude. The resulting analytical source terms for the phase fraction equations, momentum equations and the pressure equation are not reported for conciseness, given the non-trivial amount of derivative operators to be evaluated.

Time-dependent simulations were run from 0 s to 6 s and the \(L^2\) and \(L^n\) norms for all the involved fields were averaged over said time duration. Progressively refined meshes from 16 to 128 cells per side were investigated. In particular, the performance of the cell-centered variant versus the face-centered variant of the algorithms were compared. In both cases, the newly implemented Partial Elimination Algorithm was used. As an example, the fields for some of the variables of interest are provided in Fig. 2. The results of the verification process are summarized in Fig. 3 for the cell-centered algorithm and in Fig. 4 for the face-centered algorithm, respectively.

Since a linear scheme was employed for the discretization of derivatives and for variable interpolation in the momentum and pressure equations, the theoretical order of accuracy for pressure and velocity should be 2. However, this is expected to be affected by the coupled nature of the equations with other equations discretized with lower schemes. In particular, the theoretical order of accuracy for the phase fraction equations cannot be exactly determined due to the iterative nature of the flux correction technique employed by the MULES algorithm. Nonetheless, the order of accuracy should lie between 1 due to the upwind first order scheme used for the bounded fluxes estimation, and 2 due to the scheme by Van Leer (van Leer, 1974) used for the high-order correction fluxes. Based on these considerations, the verification of the cell-centered version of the algorithm is deemed satisfactory, also in the light of the small magnitudes of the errors. This holds true for both the \(L^2\) and \(L^n\) norms. However, the same does not appear to hold for the face-momentum algorithm, as the order-of-accuracy deteriorates for fine meshes. This is consistent with a larger diffusive contribution of the interpolation of velocity coefficients and off-diagonal velocity source terms at cell faces.

As a matter of fact, the diffusivity of the face-momentum algorithm is exacerbated by having set thermo-physical fluid properties so as to result in comparable contributions from the different terms of the momentum equation. This results in a rather large choice for the fluids viscosity of \(\mu_{1,2} \approx 0.1 \mathrm{Pa} \cdot \mathrm{s}\), in the range of e.g. motor oils. A new set of less diffusive simulations was then performed with \(\mu_{1,2} \approx 1 \times 10^{-3} \mathrm{Pa} \cdot \mathrm{s}\), more compatible with the applications envisioned for the algorithm presented here. The results are presented in Fig. 5 and show that the order of accuracy significantly improves for the face-momentum algorithm. It should also be noticed that in all cases, degradation of the order of accuracy happens for error magnitudes below practical relevance.

### 4. Performance of the Partial Elimination Algorithm

To assess the performance of the novel implementation of a Partial Elimination Algorithm, the existing implementation in the available OpenFOAM solvers has been used as reference case. As a first test case, the 1-D motion of a dispersed fluid via advection by a carrier fluid through a porous structure was investigated. The initial and boundary conditions for the variables of interest in the domain of length \(L = 2 \mathrm{m}\) are:

\[
\begin{align*}
\alpha_i (x,t) &= \begin{cases} 
0 & x < 0.5 \lor x > 0.5 \\
0.5 & 0.5 \leq x \leq 0.5 
\end{cases} \\
\alpha_i (x,0) &= \begin{cases} 
1 & x < 0.5 \lor x > 0.5 \\
0.25 & 0.5 \leq x \leq 0.5 
\end{cases} \\
\alpha_i (t,0) &= \begin{cases} 
0 & x < 0.5 \lor x > 0.5 \\
0.25 & 0.5 \leq x \leq 0.5 
\end{cases} \\
u_i (x,0) &= \frac{0.5}{x} \\
u_i (x,0) &= \frac{0.5}{x} \\
u_i (0,t) &= \frac{0.5}{x} \\
u_i (0,t) &= \frac{0.5}{x} \\
p(2,t) &= 1 \times 10^5 \mathrm{Pa}
\end{align*}
\]

with all other variables having a null gradient at the boundaries. This
simplified test allows to establish the general trends to be expected as certain system properties are varied. Results are reported in Fig. 6. The left plots reports the last initial pressure residual at the last outer iteration for each time step, which is used as a measure of how well the pressure–velocity coupling is resolved. The right plots represents the total number of pressure linear solver iterations performed within the time-step. It is recalled that, as velocity is entirely reconstructed from pressure, the pressure equation residual is the only indicator of convergence of the pressure–velocity coupling. All simulations where performed with 3 outer iterations per time step and 3 pressure correctors per outer iteration. The Generalized Algebraic Multi-Grid (GAMG) linear solver was used for the cases reported here, yet the same trends were observed with the Preconditioned Bi-conjugate Gradient Stabilized (PBiCGStab) linear solver. The same linear solver convergence criteria were used in both cases.

As Partial Elimination is designed to improve performance in scenarios involving large inter-phase drag coefficients, the following cases were investigated. The only force acting on the fluids (excluding pressure gradients) is an inter-phase drag modelled as $K_{12} = 1 \times 10^4 \frac{kg}{m^2 s}$ and $K_{12} = 1 \times 10^5 \frac{kg}{m^2 s}$ for the first and second row in Fig. 6, respectively. Since the novel Partial Elimination implementation alters both the pressure equation coefficients and source terms, the last row investigates instead the effect of larger source terms due to e.g. virtual mass effects and fluid–structure drag. In particular, a virtual mass coefficient of 0.5 was chosen and a diagonal fluid–structure drag tensor with magnitude $|K_{1s}| = 5 \times 10^3 \frac{kg}{m^2 s}$ to be comparable in magnitude with the fluid–fluid drag. Overall, the novel implementation appears to perform consistently better in these scenarios in terms of pressure equation residuals and of number of necessary iterations.

The performance of the algorithm has then been assessed for two more realistic scenarios. The first consists in a 1-D liquid sodium boiling transient in a bundle of electrically heated pins. The modelling details and correlation choices are specific to liquid sodium and are covered in previous work (Radman et al., 2019). The key aspect is that in such a transient, a high slip between the phases is observed, which results in large values for the inter-phase drag factor. Results are presented in Fig. 7 for the existing and novel Partial Elimination implementation in the same format as before. The start and end of the boiling can be inferred from the increase in pressure equation residuals and total number of necessary iterations. The overall results observed before still apply, with a significant reduction in both residuals and linear solver iterations. For this particular case, a $\sim 5\%$ reduction in simulation time was observed as well as a consequence of the reduced number of pressure equation iterations.

The second realistic scenario consists in Red a modified version of the standard 2-D OpenFOAM test case bubbleColumn, consisting of air bubbles injected at the bottom of a column of stationary water. Results for the performance of the existing and novel implementation of the
Partial Elimination Algorithm are presented in Fig. 8 for the first 2s of simulation. Due to the considerably smaller coupling between the phases, partly due to the lower slip velocity, there are no noticeable differences between the two algorithms. This case serves as an example to show that in those scenarios where inter-phase drag does not play a significant role between the phases, the novel Partial Elimination implementation performs comparably to the existing one.

5. Parallel performance

While it is true that one of the primary goals of a porous medium approach in this context is to reduce computational burdens, the modelling of large engineering systems (e.g. nuclear reactors) can still result, depending on the required degree of detail, in several tens of millions of mesh cells. For parallelization, our algorithm employs the standard MPI-based (Padua, 2011) domain-decomposition capabilities of the OpenFOAM framework. The scaling performance provided by this framework depends on the equations that are solved, and on the steps...
that are taken to solve them. This is why scaling performances have been
preliminary investigated for our algorithm. In particular, the strong
scaling characteristics of the solver and of the different algorithm
components (with reference to Fig. 1) were assessed.

A test case that could stress all of the different components of the
solver was devised. It consists of a 3-D cubic domain with one face acting
as an inlet and the opposite face as an outlet. Two structures modelled as
isotropic porous media are defined in the two cube halves contacting the
inlet and outlet. These are referred to as “upwind” and “downwind”
structures respectively. The surface temperatures of both structures are
set to constant values so that the upwind half is above a prescribed fluid
saturation temperature and the downwind one below said temperature.
The thermo-physical properties and correlations that are chosen for
modelling drag and heat transfer were that of liquid sodium (Radman
et al., 2019). A fictitious regime map consisting of five identical regimes
(i.e. prescribing the same correlations for drag and heat transfer)
depending on the vapour phase volume fraction is provided. In essence,
this test case enables the simulation of a transient that leads to a
numerically steady state boiling scenario.

Strong scaling performance was assessed with a mesh of $128^3 \sim 2\times
10^6$ cells decomposed on a varying number of cores, ranging from 32 to
1024. A further set of simulations on a mesh of $256^3 \sim 16\times10^6$ up to
4096 cores was also performed. However, the scalability results were
in line with those established on the smaller mesh, and only these are
presented in the following. Simulations were performed on a Cray XC-50
supercomputer operated by the Swiss National Supercomputing Centre
(CSCS). Results are summarized in Fig. 9. The results report the total run
time as well as the run time of each code section, referred to as
“component” as reported in Fig. 1, as the number of threads is varied.
For a better understanding of the trends, the resulting parallel efficiency
of the algorithm is also reported. In this context, the parallel efficiency
for a given case $i$ is a measure of the simulation speed-up with respect to
a case $j$ performed on a different number of threads:

$$e_{p,i} = \frac{T_i}{T_j} \frac{N_{T,j}}{N_{T,i}}$$ (5.1)

with $T$ being the simulation run time and $N_T$ is the number of threads
used for the simulation. In essence, the parallel efficiency should ideally
be of the order of 100% or greater, meaning that e.g. a doubling of the
number of threads results in halving of the total run time.

It can be observed that the algorithm as a whole as well as its indi-
vidual components scale well up to 8192 cells per core, after which the
parallel efficiency degrades, especially for the pressure–velocity
coupling and MULES algorithms. This is expected for OpenFOAM-based
solvers, which are known to scale poorly below $\sim 10000$ cells per
thread. When it comes to the individual impact of the different solver
components, a clear trend emerges. The most computationally
demanding components are, respectively, the pressure–velocity
coupling algorithm, the MULES algorithm, the energy equation con-
struction and solution, and the update of momentum and heat transfer
coefficients based on the regime map. However, the update of the
regime map itself scales significantly more than linearly, as observed by the large values of the parallel efficiency above unity. This is attributed to the fact that the regime map update relies on a considerable amount of operations to be performed on a cell-by-cell basis to establish which particular flow regime exists in each mesh cell. This is suspected to cause a relatively large number of cache misses, which decrease as the amount of cells per thread (and thus cache requirements) is reduced. Nonetheless, even for more substantial counts of cells per thread, the overall cost associated with the regime map update is acceptable. What should be

Furthermore noted is that currently the regime map is updated at every outer corrector within a time-step. However, depending on the particular transient under investigation and the variety of the correlations prescribed for each flow regime, this update frequency of the regime map (i.e., at every outer iteration) could prove to be excessive. For very small time steps, the same might hold at a temporal scale. With these considerations in mind, there is further room for significant reduction of the regime map update cost at lower cells per thread counts.

6. Conclusions

A segregated algorithm for modelling dispersed two-phase flows in nuclear reactors and other complex engineering systems was developed and implemented based on the OpenFOAM finite volume library. The algorithm was verified via the Method of Manufactured Solutions by showing that the theoretical order of accuracy of the discretization schemes could be attained. This was performed on a variety of domains ranging from 1-D to 2-D, as 3-D is not necessary to exercise all of the terms that govern the conservation equations. Moreover, both a traditional cell-centered approach and a face-centered approach for velocity reconstruction from the pressure gradient have been verified via the same approach. A face-centered approach is a feature found in some multi-phase solvers within the OpenFOAM environment. Its inclusion (as an optional feature) and verification were of interest due to the advantages it provides in terms of force balance and elimination of phase fraction staggering in certain scenarios. The verification process included a novel implementation of the Partial Elimination Algorithm (PEA), which was devised to further increase the computational performance in scenarios in which inter-phase momentum coupling is important. Subsequent to verification, its performance was also compared against the standard PEA implementation present in other OpenFOAM-based solvers for a variety of cases of interest. The novel implementation was found advantageous in terms of pressure equation residuals and number of pressure iterations for a number of applications of interest, most notably sodium boiling simulations. The advantages grow smaller as the importance of the inter-phase momentum coupling is decreased, yet this is in line with the range of applications in which PEA can prove beneficial.

The strong scaling performance of the algorithm and of its individual components was assessed up to 4096 threads and was found to be compatible with the performance of OpenFOAM-based solvers, meaning linear scalability up to ~10,000 cells per thread.

Future work directions consist in expanding the available selection of correlations for momentum and heat transfer for additional working fluids (e.g. water), more targeted wall boiling models (e.g. the RPI wall boiling model (Kurul et al., 1991) for water) as well as their validation against experimental data. In particular, validation efforts are currently ongoing based on data from past sodium boiling experiments, namely those performed at experimental facilities at the JRC, Italy (Kottowski and Savatieri, 1984) and KfK, Germany (Bottino et al., 1996). Moreover, the code will be integrated in the GeN-Foam platform, with the new multi-phase and multi-physics capabilities that will be subject to testing and validation.
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