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Abstract

The problem of clustering in urban traffic networks has been mainly studied in static framework by considering traffic conditions at a given time. Nevertheless, it is important to underline that traffic is a strongly time-variant process and it needs to be studied in the spatiotemporal dimension. Investigating the clustering problem over time in the dynamic domain is critical to better understand and reveal the hidden information during the process of congestion formation and dissolution. The primary motivation of the paper is to study the spatiotemporal relation of congested links, observing congestion propagation from a macroscopic perspective, and finally identifying critical pockets of congestion that can aid the design of peripheral control strategies. To achieve this, we first introduce a static clustering method to partition the heterogeneous network into homogeneous connected sub-regions. This method guarantees connectivity of the cluster, which eases the development of a dynamic framework. The proposed clustering approach obtains a feasible set of connected homogeneous components in the network called snakes, which represent a sequence of connected links with similar level of congestion. Secondly, the problem is formulated as a mixed integer linear optimization to find major skeleton of clusters out of this feasible set by minimizing a heterogeneity index. Thirdly, a fine-tuning step is designed to assign the unclustered links of the network to proper clusters while keeping the connectivity. The approach is extended to capture spatiotemporal growth and formation of congestion. The dynamic clustering is based on an iterative and fast procedure that considers the spatiotemporal characteristics of congestion propagation and identifies the links with the highest degree of heterogeneity due to time dependent conditions and finally re-cluster them while by minimizing heterogeneity and imposing connectivity. The developed framework can be directly implemented in a real-time framework due to its fast computation and proper integration of physical properties of congestion.
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1. Introduction

In traffic networks unlike other physical systems, humans make complex choices in terms of routes, destinations and time of travel, which create additional complexity to the system and difficulty in accurate prediction of link level traffic states, especially for real-time applications, like network-level traffic control. Moreover, transport in cities is governed by non-linear interactions with components (users, operators, infrastructure) that influence the system and vice versa. These components also adapt their behavior and decisions when the operators intervene in the system. Additionally, different network topologies and demand profiles affect the way congestion grows in space and time. Aggregated level network modeling has recently gained a lot of interest due to all aforementioned difficulties in traffic modeling at microscopic level.

The main characteristic of traffic in urban networks is that congestion is spatially correlated in adjacent roads and it can propagate with some finite speed in time and space. In fact, once a road gets congested, the probability of neighboring roads to be congested is higher than farther roads (i.e. congestion expands by propagating to neighboring roads). This spatial correlation of urban traffic congestion allows describing heterogeneous network as multiple relatively homogeneous and spatially connected regions Ji et al. (2014). This partitioning facilitates discovering the congested areas in an aggregated level. It also helps to observe well-defined Macroscopic Fundamental Diagram (MFD) relating space-mean flow and density in homogeneous areas of a city. The concept of MFD can be utilized in design real-time traffic control schemes specifically hierarchical perimeter control approaches to protect regions with high level of congestion and avoid gridlock conditions. While dynamic perimeter control for multi-region statically partitioned network has shown to decrease the level of congestion compared to traditional local traffic control strategies (see for example Ramezani et al. (2015)), more advanced techniques might be needed for networks with variant demand profiles. In this case, a dynamic clustering coupled with perimeter control strategies might be necessary. Dynamic clustering can also be important beyond the scope of real-time traffic control, as for example for planning studies, emission analysis, a dynamic user route information or even for advancing the operations of public transport systems.

The problem of clustering in urban traffic networks has been mainly studied in static framework by only considering traffic conditions at a given time. Nevertheless, it is important to underline here that traffic is a strongly time-variant process and it needs to be studied in the spatiotemporal dimension. Investigating the clustering problem over time help us understand and reveal the hidden information during the process of congestion formation and dissolution. The primary motivation of the paper is to study the spatiotemporal relation of congested links, observing congestion propagation from a macroscopic perspective, and finally identifying critical congestion regimes to aid the design of peripheral control strategies and improve mobility. This is not a straightforward task as transport networks despite spatial correlations in congestion are in principle heterogeneous due to road hierarchy and spatial distribution of demand. Thus, it is not always possible to treat congestion as a continuum in space. An example is directional flows towards a city center in the morning peak, where the same roads are highly congested in the one direction and uncongested in the other. The dynamic clustering framework will be capable of replicating how clusters expand or shrink in the process of congestion formation and dissolution. Moreover, it will be able to find new pockets of congestion and merge clusters with similar traffic conditions. In this framework, we will be able to chase where congestion originates and how traffic management systems affect its formation and the time it finishes. To achieve these goals, first we formulate the problem of partitioning networks to a desired number of regions as mixed integer linear optimization (a three-step framework). As it will be explained later, connectivity of clusters is explicitly enforced by imposing some constraints and the homogeneity of clusters is maximized in the objective function. In this framework, we can also specify characteristics such as compactness, size, etc for clusters.

There is a strong effort in the last 30 years for traffic flow models in one-dimensional traffic systems (see Helbing (2001) for an overview). With respect to network level, it has been observed with empirical and simulated data (see for example Geroliminis and Daganzo (2008), Buisson and Ladier (2009), Gayah and Daganzo (2011), Mahmassani et al. (2013), and many others) that a well-defined curve (MFD) exists between space-mean flow and density in networks with homogeneous traffic conditions. The idea of MFD has been re-initiated in Mahmassani et al. (1987) and Daganzo (2007) despite the first insight to the problem comes from Godfrey (1969) and Herman and Prigogine (1979). Analytical approximations of MFDs can be found in Laval and Castrillón (2015), Daganzo and Geroliminis (2008), Leclercq and Geroliminis (2013). Spatial heterogeneity in the distribution of congestion can significantly
influence the shape and the scatter in MFD curves (see Buisson and Ladier (2009), Geroliminis and Sun (2011), Daganzo et al. (2011), Knoop and Hoogendoorn (2013), Saberi et al. (2014), and others). In case of heterogeneity, network needs to be divided into smaller homogeneous sub-regions where an MFD can be defined for each sub-region (see Ji and Geroliminis (2012)). Clustering techniques for other areas of transport science can be found in Han and Moutarde (2013), Hans et al. (2014) and Anbaroglu et al. (2014). The effect of route choice in the MFD has been investigated in Mahmassani et al. (2013), Yildirimoglu and Geroliminis (2014), Leclercq et al. (2015). A detailed literature review of network modeling and control can be found for example in Haddad et al. (2013), Mahmassani et al. (2013), Keyvan-Ekbatani et al. (2015), and elsewhere.

There is a vast literature on studying clustering algorithms in several fields such as community detection Lancichinetti and Fortunato (2009), data-mining, image segmentation Shi and Malik (2000), and sensor networks. In sensor networks, the sensors are grouped into a few clusters, within each a cluster-head is assigned to communicate with local sensors and transmit data to the base station. The objective is to find a configuration to lower the energy consumption and number of transmitted messages from sensors to base station. Perhaps the earliest of the clustering methods is the identifier-based heuristic called the linked cluster algorithm Baker and Ephremides (1981), which elects sensor to be a cluster-head if the sensor has the highest identification number among all sensors within one hop of its neighbors. The connectivity-based heuristic of (Gerla and Tsai, 1995) selects the sensors with the maximum number of neighbors (i.e., highest degree) to be cluster-heads. Please refer to Afsar and Tayarani-N (2014) for a detailed survey on the existing methods on wireless sensor networks. Indeed, spatial clustering is a well-studied problem in other domains of quantitative sciences. Depending on the type of data, e.g. climate zoning, regionalization, geography, computer science, etc., different approaches including density-based, distance-based, hierarchical clustering have been proposed. In these problems known as contiguity-constrained clustering, researchers are interested in aggregating spatial data (units) into spatially connected homogeneous regions. Spatial contiguity 1 can be either indirectly fulfilled or explicitly imposed within the algorithm. The first category consists mainly of conventional clustering methods in which spatial information is incorporated in the classification data. The method presented in Ji and Geroliminis (2012), building on the established Normalized Cut algorithm Shi and Malik (2000), indirectly imposes connectivity by assuming similarity only between neighboring roads. However, in non-grid networks, this method tends to partition from the locations where network has low connectivity regardless of the level of congestion. Moreover, it requires a connected graph of the network and missing values or malfunctioning detectors might create difficulties in application of the method. This is an important drawback for transport networks with non-grid-type structures.

Later, ‘Snake’ method was proposed in Saeedmanesh and Geroliminis (2016) which tried to overcome the aforementioned difficulties and develops a clustering methodology that is able to find directional congestion within a cluster and has good performance for networks with low connectivity. This paper utilizes, a non-linear optimization technique known as Symmetric Non-negative Matrix Factorization (SNMF) to assign links to proper clusters with high intra-similarity and low inter-similarity. SNMF partitions the data by providing a lower rank approximation of the similarity matrix. A similarity measure is defined between each pair of the roads in the network, based on a newly introduced method, defined as ‘snake’. Each sequence of roads is built by starting from a single road and iteratively adding one adjacent road based on its similarity to join previously added roads in that sequence to create a snake. While this framework outperforms previous methods in static clustering, it cannot directly be applied in a dynamic framework for the following reasons: (i) SNMF is a non-convex, non-linear technique, which has some computational burden and cannot be easily solved in a real-time framework (that a dynamic clustering would require), (ii) spatiotemporal correlations cannot be easily integrated to guarantee connectivity (even if in the static case, clusters are quite connected) and (iii) similar to (ii), an iterative procedure (as the one developed in the current paper) cannot be conceptualized in the similarity matrix and (iv) the number of clusters have to be externally imposed, while we would like to give the flexibility to the developed framework to change the number of clusters based on the level of congestion and heterogeneity.

The second group of methods where contiguity is explicitly imposed, can be broken into two major categories: (i) heuristic Duque et al. (2007); (ii) exact optimization models Shirabe (2005). The heuristic techniques either start by considering each road as one cluster and merge them; or start with the whole network as one cluster and

---

1 Network can be represented as a graph where each road is a node and an edge exist between nodes (roads) that are connected to a common intersection. A sub-graph is called connected when there exists a path between each pair of nodes through the existing edges.
split it to many parts until a level of homogeneity is reached. In Etemadnia et al. (2014), an exact formulation is provided to partition a typical urban transportation network into balanced size regions where the inter-flow among the resulting sub-networks is minimized. Two heuristics are developed to solve the problem in a short time for big networks and the methodology is applied to Dallas metroplex. Note that, the aim of clustering in our study is to find homogeneous regions with minimum heterogeneity in congestion level rather than minimizing the flow between sub-regions. Moreover, we provide the exact solutions at each step (i.e. with zero optimality gap). In this paper we follow the 2nd group of methods (where connectivity is explicitly imposed), as dynamic clustering might create infeasibilities in the 1st approach when congestion varies in space and time.

It is important to underline here that traffic is a strongly time-variant process and it needs to be studied in the spatiotemporal dimension. In Ji et al. (2014), authors visualize the formation of congestion using real data from probe taxis in Shenzhen, China. They utilized the concept of Maximum Connected Component (MCC) to identify connected congested areas in the network and track their evolution over time. However, this approach is a constructive and not an optimization method and depends on the selection of threshold differentiating between congested and uncongested roads. In this study, we propose a clustering framework which partitions the heterogeneous networks into connected and relatively homogeneous areas. Moreover, we extend the approach to capture the spatiotemporal growth (dissolution) of the congestion during the on-peak (off-peak). Note that the proposed dynamic approach utilizes similar logic as the static approach and they are fully consistent. More specifically, it identifies in a dynamic framework the links that mostly changed their level of congestion and tries to re-cluster them by minimizing heterogeneity and guarantee connectivity. This procedure can be applied iteratively from time to time and identify the spatiotemporal propagation of congested pockets. The remainder of the paper is organized as follows: Section 2 introduces the proposed methodological framework for static clustering and explains each algorithmic step separately in details. Section 3 extends the approach to be applied in cases where the traffic conditions vary over time. In Section 4, results of the proposed algorithm are presented and compared with other approaches. The case study is a grid type medium size network with simulation data and time dependent conditions from uncongested to highly congested (San Francisco with about 400 links). The Paper concludes in the last section by identifying current and future research directions.

2. Methodological Framework (Static clustering approach)

The objective of this section is to propose a methodology to partition heterogeneously distributed congested networks into a few number of homogeneous sub-regions with a guarantee of spatial connectivity and a minimization of a heterogeneity metric. In fact, homogeneity and connectivity constraints are two conflicting criteria that need to be taken into account at the same time. In the proposed approach, we consider heterogeneity as a main objective function and explicitly impose spatial connectivity as a constraint in different steps. To achieve connectivity in the clusters, we limit the search space of the optimization problem to a set of predefined homogeneous areas that are connected by construction. As the first step of the algorithm, we aim to obtain homogeneous connected areas around different roads in the network by growing "snakes", which was initially introduced in (Saeedmanesh and Geroliminis, 2016). Each snake has a form of array that is built by attracting the most similar adjacent link iteratively. Note that, at each step, the most similar link to the snake is the adjacent link with the closest density value to the average density values of the links in the snake. This procedure identifies interesting patterns as the variance grows in a non-predictable way with the size of the links. This observation is related to the fact that some parts of the graph are more similar than others and if a large number of dissimilar links is added, high variance is unavoidable. Note that each snake at any given size represents a homogeneous area which is connected by construction. These snakes create a set of feasible solutions which is utilized in the current paper as a domain (search space) for the optimization framework in the next step of the algorithm. In the second step of the algorithm, the main skeleton of clusters is extracted from the aforementioned set of snakes. The aim is to select a few distinct snakes (i.e. snakes with small overlaps) out of the whole set that cover main part of the network and truncate them from the length where they are quite homogeneous. The problem is formulated as a Mixed Integer Linear Programming (MILP) with an objective of minimizing heterogeneity (variance) of the obtained clusters. The advantage of such formulation is that in the OR literature exist fast toolboxes total with well-established techniques to solve these types of problems close to optimality (i.e. the optimality gap, measures how close the solution is to optimal, is known at each step). Finally, a fine tuning step is applied to associate remaining
unassigned links with proper clusters while keeping connectivity inside the clusters. As mentioned in the introduction, the main difference of this work from (Saeedmanesh and Geroliminis, 2016) is the way we enforce connectivity during the procedure of growing snakes while in (Saeedmanesh and Geroliminis, 2016), connectivity of the regions cannot be guaranteed and is affected by some parameters (e.g. parameter $\phi$ in calculating the similarity between snakes). Different steps of the proposed partitioning framework are described in details in the following sections.

2.1. Running snakes (obtaining the feasible domain)

The aim of this step is to provide a subset of feasible solution representing connected homogeneous areas covering different parts of the network. Output of this step will be utilized later as a search space (feasible solution domain) in the optimization framework (2nd step). Basically, in the first step (following (Saeedmanesh and Geroliminis, 2016)), a sequence of links is built iteratively for each individual link in the network with an objective to minimize the variance of all the chosen links density (or speed). It can be considered as a “snake” that starts from a link and grows by attracting the most similar adjacent link in each step. In other words, a link with the closest density value to the average density value of the existing links in the snake is added at each iteration. Obviously, this step needs graph information about connectivity as only adjacent links could be added at each step. Note that, each snake represents a homogeneous connected area around a road that is obtained by absorbing neighboring roads. As congestion propagates from/to neighboring links in traffic networks, grabbing neighboring roads performs quite well in identifying the correct direction for the snakes to grow.

Evolution of the variance curves of these sequences with the size of the links reveals interesting non-linear patterns. Sharp jumps (Fig. 1(a)) can be observed after some points (e.g. around size 110 in the presented snake) in the variance diagram which reveals very well the fact that some parts of the graph are more similar than others. At that point, snake starts adding links with lower density and average density has been sharply decreased (see Fig. 1(b)). This highlights the necessity of choosing proper snakes and truncate them at appropriate size. We will explain in details how the problem is formulated to identify proper snakes. Figure 1(c) depicts the corresponding snake with size 110. By comparing Fig. 1(c) and 1(d), it can be observed that this snake covers the congested parts of network. This observation justifies the necessity of stopping snakes and truncating them at certain points.

2.2. Snake segmentation

The aim of the second step is to find the main skeleton of each cluster from a feasible set, consisting of homogeneous connected areas (snakes), obtained in the first step. In other words, we are interested in finding homogeneous parts of a few snakes to cluster the network. It is clear that connectivity constraint holds for snake $i$ with a given size $N_i$ holds if the first $N_i$ elements of the sequence are selected and assigned to a cluster. Conceptually speaking, given a desired number of clusters $N_c$, the algorithm finds a subset of $N_i$ snakes (each snake represents a cluster) with appropriate size (number of elements), so that they cover most (if possible the whole) of the network and minimize heterogeneity index (variance) in different clusters. The optimization problem is formulated with a linear objective function along with some linear inequality constraints. Note that decision variables are both integer and continuous.
Different types of constraints are specified to impose connectivity and minimum size for selected snakes. In this framework, there is a possibility that some of the links appear in more than one cluster although distinct snakes can be chosen. This is because in the first steps, snakes are growing independently from each other, so a link might belong to more than one snakes. To avoid having clusters with high overlaps (same links in different snakes), a set of constraints is specified that restricts the maximum allowable number of such links (overlapping constraint). As the optimization tries to minimize heterogeneity (weighted variance) for selected snakes, many links will remain unassigned in this step. Therefore, we should determine the percentage of network that is needed to be covered in this step (coverage constraint). Note that, it might not be possible to cover all the network (assign all the links in the snakes) in this step as we have overlapping and minimum size constraints. Ideally, overlapping constraint should be set up to zero and coverage constraint to 100%, but this might make the optimization problem infeasible as snakes grow independently. A fine-tuning step is applied afterwards (see section 2.3) to guarantee that all roads are assigned to exactly one cluster. We first define the sets and indices used to describe the model as well as the variables and parameters (see Table 1); then detailed mathematical optimization formulations are presented.

Optimal clusters should have small overlap, high covering rate, and low variance. The objective function (1) is defined as the summation of weighted variances of different snakes (clusters) which has to be minimized. The weighted variance of a cluster is a non-linear function of selected links; however, as the sequence of links is known in each snake, we are able to write it in a linear form by defining auxiliary variables \( t_i \) which is equal to the weighted variance of snake \( i \) at the optimal solution (Eq. (8) is a binding constraint which determines the lower bound for variable \( t_i \)). The mathematical problem is formulated as follows:\(^2\):

\[
\begin{align*}
\text{min} & \quad \sum_{i=1}^{N_s} t_i \\
\sum_{i=1}^{N_s} x_{ik} & \leq x_{iR_i(k+1)} \quad \forall i = 1, \ldots, N_s, \quad \forall k \in \mathcal{L} - \{N\} \\
\sum_{k \in \mathcal{L}} x_k' & \leq x_k' \leq N_s \times x_k' \quad \forall k \in \mathcal{L} \\
\sum_{k \in \mathcal{L}} x_k & \geq \alpha' \times N \\
x_k'' & \leq \sum_{i=1}^{N_s} x_{ik} \leq N_s \times x_k'' + 1 \quad \forall k \in \mathcal{L}
\end{align*}
\]

\(^2\) A simpler formulation of this type was initially presented in a conference paper by the same authors in (Saeedmanesh and Geroliminis, 2015)
is calculated in objective function, depending on the clusters they belong to. Note that, the objective function in the first link fully determines the snake. Constraint (9) defines the number of snakes (clusters) . Note that, a unique snake is defined from each link, so connected blue points are considered as main part (core) of the clusters. Fig. 2 schematically depicts results of the first two steps for a simple network partitioned into three clusters.

Decision variables and parameters used in the current optimization step are defined in Table 2. Elements that belong to either no clusters or to more than one cluster are considered as decision variables in the fine-tuning step. Constraints (2) ensure that selected links in each are connected. Since, snakes grow by adding adjacent links iteratively, connectivity is guaranteed if the first n consecutive cells are picked from a selected snake. For a given link to be picked in a sequence (snake), constraint (2) requires its previous element to be selected. Constraint (4) ensures that a minimum percentage of the links in the network, denoted by $a'$, will be assigned at least to one of the clusters. To achieve this, a binary auxiliary variable $x_i$ is defined in (3) for each individual link $k$ that indicates if it is selected in at least one snake or not. To have a minimum percentage of links associated with clusters, it is likely that some links appear in more than one snake (multiple clusters). Binary auxiliary variable $x_i$ in constraints (5) indicates whether a link is assigned to more than one cluster or not. Constraint (6) restricts percentage of the links ($a''$) in the network that are allowed to appear in more than one cluster. Constraint (7) ensures that a selected snake has at least $N_{\text{min}}$ links (i.e. The first $N_{\text{min}}$ links have to be picked in a selected snake). $N_{\text{min}}$ is an input to the optimization problem and has to be defined by the user. Constraints (8) are binding constraints for $t_l$ which determine their values at optimal point. For a selected snake with a certain size, the left hand side (LHS) of this constraint gets its maximum value for the last selected link selected in this array. Basically, for the last selected element in the array, the LHS of this constraint takes the value equal to the weighted variance of that snake while for the rest of elements it takes values less or equal than zero. Constraint (9) defines the number of snakes (clusters). Note that, a unique snake is defined from each link, so the first link fully determines the snake.

2.3. Fine tuning

After completing the first two steps, a fine tuning approach is applied to assign the remaining links to proper clusters. Fig. 2 schematically depicts results of the first two steps for a simple network partitioned into three clusters. Besides the links (points) that do not belong to any of the clusters (black dots), some links are assigned either to one cluster (blue dots) or multiple clusters (red dots). Connected blue points are considered as main part (core) of the clusters and there is no need to reassign them; however, red and black elements has to be assigned in this step. Links belong to either no clusters or to more than one cluster are considered as decision variables in the fine-tuning step. Decision variables and parameters used in the current optimization step are defined in Table 2.

Optimal clusters should have low intra-disimilarity and inter-similarity. Hence, the objective function in Eq. (11) is written as the summation of intra-dissimilarity and inter-similarity of clusters which has to be minimized. Note that total number of terms in the objective function should not be changed by the size and number of clusters in order to have precise and fair comparison. Simply speaking, if $N$ is the total number of links, there are in total $N^2$ terms representing all possible pairs. In this approach, for each pair of links, either intra-dissimilarity or inter-similarity is calculated in objective function, depending on the clusters they belong to. Note that, the objective function in

$\sum_{k \in L} x_{ik}^{''} \leq a'' \times N$ 

(6)

$\sum_{k \in L} x_{ik} \geq N_{\text{min}} \times x_{ik(1)} \quad \forall i = \{1, \ldots, N_s\}$

(7)

$(x_{ik} \times R_i^{-1}(k) + x_{ik} - \sum_{k' \in L} x_{ik'}) \times \left( R_i^{-1}(k) \times \text{var}(S_{\langle i,R_i^{-1}(k)\rangle}) \right) \leq t_i \quad \forall i = \{1, \ldots, N_s\}, \quad \forall k \in L$

(8)

$\sum_{i=1}^{N_c} x_{ik(1)} = N_c$

(9)

$x_{ik} \in \{0, 1\}, \quad x_{ik}' \in \{0, 1\}, \quad x_{ik}'' \in \{0, 1\}, \quad t_i \in \mathbb{R}$

(10)

Number of terms in the objective function depends on the size of clusters if we only consider one of the terms (similarity or dissimilarity) in the objective function. For instance, assume that objective function only has the intra-dissimilarity part (first summation in the RHS of Eq. 11); then it contains $N_1^2 + N_2^2$ terms where $N_1$ and $N_2$ denote size of first and second cluster respectively. Apparently, this number is changed by the size of clusters and optimization approach might tend to make this number small by putting $N_1 = N_2$. 

$\sum_{k \in L} x_{ik}'' \leq a'' \times N$
Eq. 1 is not appropriate here as the sequence of adding roads is not predefined like in the case of having snakes. The mathematical problem is formulated as follows:

$$\min \theta = \sum_{i=1}^{N_c} \sum_{l=1}^{N} \sum_{k=1}^{N} h_{ik}^l d(l, k) + (1 - h_{ik}^l)(\bar{d} - d(l, k))$$  \hspace{1cm} (11)

$$\begin{cases} 
\text{a.} & x_{ik} + x_{il} - h_{kl}^i \leq 1 \\
\text{b.} & h_{kl}^i \leq x_{ik} \\
\text{c.} & h_{kl}^i \leq x_{il} 
\end{cases} \forall k, l \in \mathcal{L}, \forall i = \{1, \ldots, N\}  \hspace{1cm} (12)
$$

$$\sum_{i=1}^{N_c} x_{ik} = 1 \hspace{1cm} \forall k \in \mathcal{L} \hspace{1cm} (13)$$

$$\sum_{i \in \mathcal{N}(k)} x_{ik} = x_{ik} \hspace{1cm} \forall i = \{1, \ldots, N_c\}, \forall k \in \mathcal{L} \hspace{1cm} (14)$$

$$x_{ik} \leq x_{iok} + \sum_{m \in \mathcal{N}(l), m \neq k} x_{iml} \hspace{1cm} \forall i = \{1, \ldots, N_c\}, \forall l, k \in \mathcal{L} | k \in \mathcal{N}(l) \hspace{1cm} (15)$$

$$y_k \geq y_l - \left((1 - \sum_{i=1}^{N_c} x_{ik}) \times \bar{N}\right) + 1 \hspace{1cm} \forall l, k \in \mathcal{L} | k \in \mathcal{N}(l) \hspace{1cm} (16)$$

$$\sum_{i=1}^{N_c} \sum_{k=1}^{N} x_{ik} = N_c \hspace{1cm} (17)$$
would be able to decrease the heterogeneity. However, if the partitioning time interval is large, the clusters might propagate spatiotemporally with finite speed, resulting in correlated clustering results. Moreover, to study how space and time correlations across clusters are captured, we need a method building in the framework of the clustering algorithm.

Conceptually speaking, the process of congestion formation (dissolution) can be modeled as expansion (shrinking) of the center (root node) of cluster $i$. Given a connected sub-graph with $N$ nodes, an arbitrary node $k$ in that set, we can always find at least one ordered tree (arborescence) connecting the root node to all the nodes in that sub-graph. Variable $x_{ilk}$ indicates whether the center (root node) of cluster $i$ is connected to link $k$ through its neighboring link $l$ ($k$ and $l$ are neighboring roads) or not. Note that, $x_{ilk} = 1$ also implies that nodes $l$ and $k$ both belong to cluster $i$. In this case, node $l$ is considered as a parent node for child node $k$. Constraints (13)-(14) together enforce that each node only belongs to one cluster and its center is connected to node $l$ passing from node $l$ only if the center is already connected to node $l$. Decision variable $y_k$ can be interpreted as the level of node $k$ which represents how far that node is from the center. Apparently, for each node, this value depends on its path to the center. Constraint (16) insures that the level of a child node $k$ should be at least one unit bigger than its parent $l$. Therefore, $y_k$ represents the graph distance (i.e. number of edges in the obtained ordered tree) between node $k$ and the center of its cluster. Note that constraints (13) to (15) are necessary but not enough to impose connectivity. The counter-example is to have multiple disjoint sub-graphs in which at least one of them is a directed cycle graph. Adding constraint (16) helps to avoid having directed cycle graph and ensures connectivity. Constraints (17)-(18) enforce the number of clusters to be equal to $N_c$. Indeed, number of clusters is equal to the number of points selected as center. Note that each cluster has only one center. Constraint (19) enforces each cluster to include a minimum number of elements denoted by $N_{min}$.

Equations (11) to (21) represent the general formulation of the clustering problem where there is no information about any roads in the network. This formulation requires the definition of many auxiliary variables $h_{lk}$ which increase the size of the problem. However, in the optimization problem Eq. (1) to (10), the majority of the roads are assigned to the proper clusters and also number of clusters is given. This significantly reduces the size of the optimization problem as we only have variables for remaining unassigned roads. It will be explained in details in the next section how the above formulation is utilized for dynamic clustering framework in consistent way with the static approach.

3. Methodological Framework (Dynamic clustering approach)

Traffic congestion spreads in time and space in a non-trivial way. This raises a question about how clusters evolve over time and how often reclustering has to be performed. By applying static clustering from time to time, we would be able to decrease the heterogeneity. However, if the partitioning time interval is large, the clusters might become heterogeneous after some point between two partitioning intervals. Considering the fact that congestion propagates spatiotemporally with finite speed, clustering results have correlation in time. Moreover, to study how congestion propagates and to what speed and direction, we should not look at the problem independently over time. Hence, we aim to describe mathematically the process of congestion formation (on-peak) and dissolution (off-peak). Conceptually speaking, the process of congestion formation (dissolution) can be modeled as expansion (shrinking) of...
an individual congested area or merging (splitting) different congested areas depending on their locations. This study focuses on the expansion and shrinking of congested areas to track spatiotemporal growth of congestion.

While the main numerical results of the paper are presented in Section 4, we provide here some preliminary analysis that motivates our methodological framework. To provide a first insight, we investigate static partitioning of the network based on Eq. (1) - (21) every 20 time intervals (40 minutes) and keep the clusters fixed between two partitioning times. For different number of clusters (2-4), a normalized total variance metric $TV_n$ is defined as the ratio of total variance calculated for partitioned to unpartitioned case:

$$TV_n = \frac{TV_{\text{partitioned}}}{TV_{\text{unpartitioned}}} = \frac{\sum_{i=1}^{N_c} N_i \times \text{var}(C_i)}{N \times \text{var}(C)}$$

where $N_c$ and $N_i$ denote number of clusters in the network and number of links in cluster $C_i$ respectively. The normalized $TV_n$ depicted in Fig. 3(a) is utilized to evaluate the efficiency of the clustering at different time intervals. We can easily see the increasing trend in between two consecutive partitioning time which shows the necessity of applying dynamic clustering over time. Note that, the black curve depicts the best case where the partitioning algorithm is applied at each time interval. Note that the value of $TV_n$ is much smaller for congested conditions than uncongested (0.2 vs. 0.5). This is because the network is uncongested at the beginning and the network is almost homogeneous. As traffic congestion forms in different parts, heterogeneity of the network increases and a proper clustering can significantly improve the heterogeneity (i.e. clustering decreases TV significantly). It is worth mentioning that, the difference between best case and constant clustering is bigger in congested conditions than uncongested. Consequently, during congestion formation, clusters need to be updated more frequently. Nevertheless, while these results highlight the need for dynamic clustering, it is important to develop a technique, which utilizes the information of the previous time interval cluster. If dynamic clustering is performed independently at each time interval (or every some amount of time) some issues might arise. Firstly, propagation of congestion might be invisible as an optimization procedure might create very different clusters at consequent time intervals, just because they have very similar values of the objective function. Secondly, traffic management applications (like perimeter control) might experience oscillations and implementation difficulties if perimeters are changing very fast. Thirdly, we should not also ignore that static clustering has some computational burden and it cannot be applied very frequently (e.g. every minute). Here we present how space and time correlations across clusters are captured with a method building in the framework of the previous section (static partitioning).

Given the fact that congestion propagates with finite speed from adjacent roads, we expect to achieve clustering with low variance at time $t + \Delta t$ and track the congestion propagation by only changing a small percentage of each cluster at time $t$. Given the clusters at time $t$, we aim to find the best snake with a certain size inside each cluster, as explained in section 2.2, using new traffic measurements at time $t + \Delta t$. This snake represents the connected area in the cluster which still remains homogeneous. The clustering assignment of these roads remains unchanged. Note that, at this step snakes are only allowed to grow in their own clusters. By applying this approach, we find the core parts of
the clusters that remain unchanged (i.e. these parts have low variance in the next time interval). To achieve this, we utilize the formulation in section 2.2 with the following modifications: i) constraints (3) to (6) always hold as snakes only grow inside different clusters and they do not have any overlap; ii) constraint (9) is replaced by the following constraint (23) which ensures one and only one snake is selected from each cluster:

$$\sum_{j \in C_i} x_{jR_i(t)} = 1 \quad \forall i = \{1, \ldots, N_c\}$$

(23)

where \(C_i\) is the set of roads in cluster \(i\). Finally, by applying the fine-tuning approach (see Eq. (11)-(21)), the remaining links are assigned to appropriate clusters.

While it is expected that the described framework (based on spatial correlations) will provide an efficient approach for dynamic clustering, new conditions in the network (e.g. a strong change of the O-D patterns) might require a full reclustering of all roads (i.e. applying static clustering without considering temporal correlation). Our conjecture is that under high quality clustering, the variance of link densities of a cluster (\(\text{var}(C_i)\)) in Eq. (22) has a well defined relationship with the space mean density of that cluster. Thus, there is a fundamental relationship (similar to MFD) between spatial heterogeneity of congestion and the average congestion level. Empirical data from Yokohama confirm the above conjecture for the homogeneously congested city center (single cluster), even for different O-D demands (see Fig. 4 of Geroliminis and Sun (2011)). The authors found a unimodal relationship with low scatter, where variance increases with the average density up to a critical value and then decreases as the level of congestion is high. By analyzing over simulation a large number of clustering results for various number of clusters, different times and different demand profiles (based on the static clustering of Eq. (1)-(21)) we observe a similar MFD-type relation in Fig. 3(b). We expect that when a clustering is of low quality (e.g. due to not frequent update or very different conditions occur), a point above the functional form of Fig. 3(b) will be observed. Indeed, this is the case as we will show in the next section and such an observation triggers a full reclustering from scratch. As explained before, this action should not happen very frequently if the update method of this section performs well. Further empirical observations from various network structures can provide further evidence for the existence of Fig. 3(b) relation in reality.

The computational time of the optimization in different steps (specifically fine-tuning step) specifies the frequency at which the clusters can be updated. As we only re-assign a small percentage of the roads, the fine-tuning step in our case study can be solved in a reasonable time. Note that, the provided solution at each step is optimal (i.e. zero optimality gap is obtained). The clustering algorithm and mathematical models were implemented in MATLAB and GUROBI solver is used for solving MILPs. In the results section, we will provide the standard deviation and average computational time for the fine-tuning.

4. Case study and Results

The case study is a 2.5 square mile area of Downtown San Francisco (Financial District and South of Market Area) modeled and calibrated in a microsimulator. The network includes about 100 intersections with link lengths varying from 100 to 400 m. Traffic signals are all multiphase fixed-time operating on a common cycle length of 100 s for the west boundary of the area and 60 s for the rest. A 4hr time-dependent traffic demand (120 time intervals of 2 minutes) is applied to this network, which produces different spatial and temporal levels of congestion. To have a comparable congestion indicator, for each link in the network, the average density [veh/(km.lane)] is calculated based on Edie’s definitions (Edie, 1963). Figure 4 illustrates the network and level of congestion in 10 different times in a gray-scale format. Note that, in all the graphs, the time values refer to different interval of 2 minutes (i.e. t=30 refers to the time 60 minutes after the simulation starts). Note also that, arcs represent different directions in two way roads (counter clockwise direction). The propagation of congestion can be easily seen in these figures. At the initiation of demand increase, there are 3 small pockets of congestion at time t=50 with only a few congested links. It is clear that these pockets grow in different dimensions and at different rates and around time t=70 they merge into a single connected component of congestion which continues to grow until the network almost reaches a state of gridlock at time t=90.

The objective of dynamic clustering is to capture these dynamics of congestion in an aggregated manner, identifying the main components of congestion that can also ease the development of active management strategies. We should emphasize that as explained from the mathematical formulation in the previous section, two important constraints
The objective of dynamic clustering is to capture these dynamics of congestion in an aggregated manner, identifying component of congestion which continues to grow until the network almost reaches a state of gridlock at time \( t \). Pockets grow in different dimensions and at different times in a gray-scale format. Note that, in all the graphs, the time values refer to different conditions occur), a point above the functional form of Fig. 3(b) will be observed. Indeed, this is the case as between spatial heterogeneity of congestion and the average congestion level. Empirical data from Yokohama confirm the above conjecture for the homogeneously congested city center (single cluster), even for different levels of congestion could be easily seen in different locations (see Fig. 4(p)). It could be also seen in the histogram of link densities (Fig. 4(f)) that the network is heterogeneous with different levels of congestion, even for different number of clusters. A set of all different results for various number of clusters, different times and different intervals of 2 minutes (i.e. \( t = 90 \)) they merge into a single connected lane)

The case study is a 2.5 square mile area of Downtown San Francisco (Financial District and South of Market Area) that under high quality clustering, the variance of link densities of a cluster (var\( \{ \bar{x}_i : i \in C \} \) is applied to this network, which produces different results. A 4hr time-dependent traffic signal model is applied to this network, which produces different results. Our conjecture is that under high quality clustering, the variance of link densities of a cluster (var\( \{ \bar{x}_i : i \in C \} \)). Finally, by applying the fine-tuning approach (see Eq. (11) - (21)), the remaining constraint (23) which ensures one and only one snake is selected from each cluster:

\[
\sum_{\forall C} \Xi(C, j) = 1
\]

To achieve this, we select the time \( t = 70 \) at which the clusters can be updated. As we only re-assign a small percentage of the roads, the fine-tuning step in the clusters that remain unchanged (i.e. these parts have low variance in the next time interval). To achieve this, we

\[
\sum_{\forall C} \Xi(C, j) = 1
\]

related to the physical properties of aggregated modeling should hold for each cluster: (I) the clusters should not be extremely small (constraint 19); (II) each cluster should contain a connected sub-graph of the network. We will refer to these gray-scale graphs in various parts of the result section for comparison.

### 4.1. Static clustering results

This section presents the results of the static partitioning framework applied in the network of San-Francisco. We select the time \( t = 70 \) at which there is a high range of average density values and sub-regions with different levels of congestion could be easily seen in different locations (see Fig. 4(p)). It could be also seen in the histogram of link densities (Fig. 4(f)) that the network is heterogeneous with different levels of congestion. Moreover, there are some bi-directional roads with only one congested direction, which will facilitate to test the performance of model for detecting directional congestion.

We apply the proposed clustering algorithm in San-Francisco network during the peak period of congestion and examine the performance with different number of clusters. A set of all different snakes is obtained in the first step and an optimization is solved in the second step to select snakes with proper size and location. The selected values for parameters \( a', a'', N_{\text{min}} \) are 0.7, 0.1, 60 respectively. The results of the clustering method with histograms of

![Fig. 4. Histogram of road densities (a-j) and gray-scale representation of the network during congestion formation (k-t).](image-url)
In this section, the clustering method is applied in a dynamic time framework. As we explained in the methodological part, the proposed algorithm models (replicates) the process of congestion formation using the growth and shrinking of the congested areas where the most heterogeneous links are reassigned while enforcing the connectivity constraints (call this method U for updating). In case aforementioned method creates a clustering, which is far from
the ideal one (as described by the density mean-variance relation of Fig. 3(b), a full re-clustering is performed from scratch as described in the static case (R: re-clustering). Re-clustering cannot be performed very frequently due to the computational burden. Nevertheless, as congestion has inherently strong spatial correlations, re-clustering from scratch should not occur often if the updating approach performs well.

The performance of the algorithm is investigated under the scenario where a subset of links (e.g. 20%) is allowed to be assigned to different clusters at each time interval. Basically, given the clusters at time $t$, we first identify the 80% of links in different clusters that remain homogeneous with respect to measurements at new time $t + \Delta t$. In other words, at least the 80% of the roads inside clusters with low variances will remain in the same cluster. Note that, the formulation described in section 2.2 is utilized to find the unchanged roads. Snakes grow in different clusters and the optimization algorithm finds the part of each snake that has low variance. Finally, by applying the fine-tuning approach, the remaining links are reassigned to the appropriate clusters and minimize $\theta$ in Eq. (11). This approach is on the one side consistent with the physics of propagation (it is not logical that too many roads switch from one cluster to other due to spatial correlations) and on the other side eases the computational performance of the algorithm as only a subset of links are considered during optimization. Results for different methods (best static clustering vs. update U vs. update with re-clustering if needed, named UR) and values of parameters (frequency of update $f$ and number of clusters $N_c$) are depicted in Fig. 6.

Figures 6(a)-6(d)-6(g) depict for different number of clusters (two, three and four respectively) the case where clusters are updated every time interval ($f=1$) in the semi-congested and congested traffic conditions (time index $t$ ranges between $t=45$ to $t=90$). The performance of updating (blue curve) is compared with unchanged static clustering (red curve) and time-independent static partitions (green points). Note that there might be no similarity between static clusters at two consecutive time interval (green curve) as the optimization does not assume any time correlation for obtaining the static solutions.

As it is depicted, by changing a few links at each step, we are able to partition the network in homogeneous areas with small variance which is a justification of the fact that congestion propagates with finite speed (see Fig. 6(a), 6(d), and 6(g) for the cases with 2, 3 and 4 clusters and also compare with Fig. 4). Thus, we are able to achieve clustering with low variance and track the congestion propagation by only changing a small percentage of each cluster compared to a previous time interval. Figures 7(a) to 7(j) and 8(a) to 8(j) depict the evolution of two and three clusters over time for the case where the updating has been done frequently ($f=1$). Different clusters in each of the two cases have different level of congestion as depicted in Fig. 9(a) and 9(c), which show the evolution of space-mean density within each cluster.

Figures 6(b)-6(e)-6(h) represent the same cases where we apply the update algorithm every 5 time intervals ($f=5$). It can be seen from the blue curves that in the transition period (e.g. from uncongested to congested), updating a few links every 5 cycles cannot perform well as spatial correlations are smaller and propagation is faster. Note that, this approach performs significantly better than keeping clusters completely unchanged (red curve). As it was stated before, by monitoring the average and variance of updated clusters at each time (blue squares in Fig. 6(e)-6(f)-6(i)), we are able to identify when re-partitioning is needed (e.g. at time $t = 65$ for 2-3 clusters and 75 for 4 clusters, the obtained point are deviated a lot from the well-defined curve). Hence, we re-partition the network from scratch (i.e. time correlation is ignored). The black curves in Fig. 6(b)-6(e)-6(h) depict the evolution of clusters after repartitioning which is critical to capture spatiotemporal growth of congestion after time $t = 65$ for 2-3 and $t = 75$ for 4 clusters. The trajectories of the obtained clusters under different scenarios (e.g. (i) nonupdated; (ii) updating (U); (iii) updating+repartitioning (UR)) are shown in Fig. 6(c)-6(f). Note how closer the trajectories are to well-defined curve between average and variance after repartitioning (UR). Trajectories are shown for a subset of representative clusters (mainly the ones with more congestion) to keep the clarity of the figure. The ones that are not shown experience similar trends.

As it was mentioned, it is crucial to know the computational complexity of the fine-tuning step as it has a direct impact on the updating frequency. The average and standard deviation of running time for 2-4 clusters are $\bar{t} = [25, 44, 72], \sigma_t = [7, 13, 35]$ seconds respectively.
This paper proposes a methodology to dynamically partition heterogeneously distributed congested networks into a small number of homogeneous sub-regions with a guarantee of spatial connectivity and a minimization of a heterogeneity metric. In the proposed approach, we consider heterogeneity as a main objective function and explicitly impose spatial connectivity as a constraint in different steps. To achieve connectivity in the clusters, we limit the feasible set of optimization algorithm to a set of homogeneous connected areas subgraphs, called snakes. The problem is formulated as a Mixed Integer Linear Programming (MILP) with an objective of minimizing heterogeneity (variance) of the obtained clusters. The dynamic clustering is based on an iterative and fast procedure that considers the spatiotemporal characteristics of congestion propagation and identifies the links with the highest degree of heterogeneity due to time dependent conditions and finally re-cluster them to guarantee connectivity and minimize heterogeneity. The proposed algorithm replicates the process of congestion formation by considering growth and shrinking of the congested areas.

5. Conclusion

Fig. 6. Clustering results for the dynamic case with 2-4 clusters: Evolution of theta values for static clustering, update (U), update and reclustering and no update for $f=1$ (Fig. a, d, g), for $f=5$ (Fig. b, e, h). Fig. c, f, i present the evolution of variance vs. average density trajectories for the various cases.
The proposed algorithm replicates the process of congestion formation by considering growth and shrinking of congested areas due to time-dependent conditions and finally re-clusters them to guarantee connectivity and minimize heterogeneity. The algorithm identifies the links with the highest degree of heterogeneity, considering the spatiotemporal characteristics of congestion propagation. It formulates the problem as a Mixed Integer Linear Programming (MILP) with an objective of minimizing heterogeneity (variance) and imposes spatial connectivity as a constraint in different steps. To achieve connectivity in the clusters, it limits the feasible set of optimization algorithms to a set of homogeneous connected areas called snakes. The problem is dynamic and clustering is based on an iterative and fast procedure that considers spatial homogeneity as an important property of clusters. The shape of the clusters and also their boundaries should facilitate the control objectives. Given that drivers tend to choose routes without many turns, a non-smooth boundary where perimeter control is applied might create shortest paths with a large number of turns and change the behavior of drivers in unpredictable ways. Hence, defining a shape metric to get more compact clusters and make a trade-off between compactness and homogeneity is a challenging topic which alleviates the utilization of perimeter control. Indeed, integrating dynamic clustering with perimeter control strategies should be a challenging task.
research priority. Moreover, developing heuristic approaches is critical to solve the optimization problem for larger networks in a short amount of time.
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