Numerical Weather Prediction and Artificial Neural Network Coupling for Wind Energy Forecast
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Abstract: In the past two decades, wind energy has been under fast development worldwide. The dramatic increase of wind power penetration in electricity production has posed a big challenge to grid integration due to the high uncertainty of wind power. Accurate real-time forecasts of wind farm power outputs can help to mitigate the problem. Among the various techniques developed for wind power forecasting, the hybridization of numerical weather prediction (NWP) and machine learning (ML) techniques such as artificial neural networks (ANNs) are attracting many researchers worldwide nowadays, because it has the potential to yield more accurate forecasts. In this paper, two hybrid NWP and ANN models for wind power forecasting over a highly complex terrain are proposed. The developed models have a fine temporal resolution and a sufficiently large prediction horizon (>6 h ahead). Model 1 directly forecasts the energy production of each wind turbine. Model 2 forecasts first the wind speed, then converts it to the power using a fitted power curve. Effects of various modeling options (selection of inputs, network structures, etc.) on the model performance are investigated. Performances of different models are evaluated based on four normalized error measures. Statistical results of model predictions are presented with discussions. Python was utilized for task automation and machine learning. The end result is a fully working library for wind power predictions and a set of tools for running the models in forecast mode. It is shown that the proposed models are able to yield accurate wind farm power forecasts at a site with high terrain and flow complexities. Especially, for Model 2, the normalized Mean Absolute Error and Root Mean Squared Error are obtained as 8.76% and 13.03%, respectively, lower than the errors reported by other models in the same category.
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1. Introduction

Renewable energy is promoted worldwide as the core technology for the mitigation of climate change, which is one of the global challenges faced by humanity. That is because renewable energy sources such as wind and solar do not emit greenhouse gases that contribute to global warming. In the past two decades, wind energy has been under fast development in many countries. The cumulative wind power installed is expected to reach 908 GW by the end of 2023 according to the 2018 Annual Report of Global Wind Energy Council (GWEC). However, the dramatic increase of wind power penetration in electricity production has posed some new challenges to grid integration due to the intermittent and non-schedulable nature of wind power: it varies with weather conditions, and is not always available when electricity is needed. Accurate real-time wind power forecasting can help to mitigate the problem, especially to reduce the integration cost [1]. The applications of forecasts targeted at various time scales include wind turbine regulation and control (0–30 min), load dispatch planning (30 min–6 h), reducing the imbalance penalties for wind...
farm operators and determining the reserve capacity to ensure grid stability (6 h–1 day ahead), and maintenance scheduling and wind farm designing (>1 day ahead) [2]. Overall, forecasting plays an important role in the integration of renewables into a sustainable and resilient energy system.

Wind power forecasting models can be clustered into three main groups: physics-driven, data-driven, and combined. Detailed classification and review of various methods can be found in references [2–4]. In short, the first group is based upon forecasted values from Numerical Weather Prediction (NWP) models and utilizes physical models/considerations such as local terrain, wind farm layout and power curve to reach power estimates at specific sites. The second group applies statistical methods to find the relationships between a wealth of explanatory variables (including time series data from meteorological stations, online measured data from wind farms, and NWP results) and the power to be predicted. The third group tries to combine different strategies or models with the idea of improving model performance by retaining advantages of each approach. The models in the first group usually need considerable computation times, hence, only suitable for applications of time horizons longer than 6 h. The models in the second group are applicable for all time horizons. Nevertheless, they are subject to the availability of long enough historical data.

Among the various techniques adopted in data-driven wind power forecasting models, machine learning (ML) techniques are attracting many researchers world-wide nowadays. This is because they are capable of finding complex nonlinear relationships between inputs and outputs. Some studies have shown that ML-based models outperform conventional statistical methods (i.e., time series approaches) in which the inputs are based on time series data from measurements [5–8]. It is known that, with the increase of time horizon, the inclusion of NWP inputs becomes more and more important, especially for time horizons longer than 6 h. In recent years, research works on developing NWP+ML models for wind power forecasting have emerged [9–16]. Mostly, the role of ML can be regarded as statistical downscaling, which downscale NWP results into power through a transfer function trained with historical data. Compared to physical downscaling which performs higher resolution simulations by adding microscale physics to capture more local conditions, ML-based downscaling is computationally more efficient and has the potential to yield more accurate wind power forecasts because, unlike physical downscaling, it is not subject to various systematic errors due to physical assumptions and simplifications. Ramirez-Rosado et al. (2009) [9] compared two forecasting systems in which NWP results were enhanced by various artificial neural networks (ANNs) to provide forecasted values for horizons beyond 12 h, and demonstrated significant improvements over the persistence model in a case study of a wind farm situated in a mountainous region in the north of Portugal (e.g., for the wind farm power-generation forecasted with horizons between 12 and 24 h, the normalized Root Mean Square Error (RMSE) is 14% for the best performing NWP+ML model and 31.2% for the persistence model). Vaccaro et al. (2012) [10] proposed a framework for one-day-ahead wind power forecasting, which combines multiple physical forecasting models and an adaptive machine learning technique called the local Lazy Learning. Experimental results for a wind farm showed that the normalized Mean Absolute Error (MAE) of the power forecasts obtained by the framework is about 13%. The paper of Zhao et al. (2012) [11] reported the development and application of a day-ahead wind power forecasting system in China, which mainly consists of a NWP model and an ANN model. Results from a real case validated the effectiveness of the forecasting system with a normalized RMSE of 16.47%. Xu et al. (2015) [12] introduced a NWP data adjustment approach which first identifies and clusters the errors of NWP using data-mining techniques, and then adjusts the abnormal raw NWP data before it is sent to NWP+ML models. Tests using the data of wind farms from Global Energy Forecasting Competition 2012 [17] demonstrated that the proposed approach can effectively reduce the normalized RMSE by 2–3%. Men et al. (2016) [13] proposed to use an ensemble of mixture density neural networks to quantify the uncertainties arising from both struc-
ture and output of a NWP+ML model. An application of the proposed methodology for a selected wind turbine in a wind farm in Taiwan demonstrated that it works for the purpose of uncertainty quantification, but the errors of deterministic forecasts are high (e.g., the normalized RMSE is 26.8%). Mana et al. (2017) [14] evaluated two NWP+ML approaches: a pure ANN method and a hybrid method based on the combination of ANN and microscale computational fluid dynamics. Power forecast results for a wind farm sited at an Italian mountainous site with complex terrain conditions showed that pure ANN performs better than the hybrid method as far as the RMSE is concerned and the errors depend on the layouts (e.g., the normalized RMSE of pure ANN is about 25% for layout 1 and 21% for layout 2). In a recent paper of Mana et al. [15], the authors discussed two different techniques of downscaling the NWP data for wind farm power forecast: a purely deterministic method based on microscale computational fluid dynamics and a purely statistical approach based on ANN. It was shown that, for a test case of moderate terrain complexity, the deterministic forecast, appropriately tuned with the NWP nodes selection, performs as good as the ANN-based forecast with the normalized MAE around 10% and RMSE around 17%. Ref. [16] describes an integrated wind and solar energy forecasting system which is developed for the Shagaya Renewable Energy Park in Kuwait by blending physical models with artificial intelligence. Testing results showed that the normalized RMSE for wind power forecasts at horizons between 12 and 24 h is about 20%.

It is known that, among the various NWP+ML models developed, it is difficult to draw conclusions as to which model is the best because each model is limited to a specific site. The site features such as topography and wind farm layout are different and the datasets are non-identical. The choice of the NWP model and the prediction length could also be different. Thus, a NWP+ML model developed at its site, in general, cannot have the optimal performance when applied to the other regions.

This paper presents two hybrid NWP and ANN models for wind power forecasting over a highly complex terrain. The developed models have a fine temporal resolution and a sufficiently large prediction horizon (>6 h ahead) to be used in the aforementioned relevant applications. Model 1 uses the mesoscale Weather Research and Forecasting Model (WRF) predictions coupled with ANNs to directly forecast the energy production of each wind turbine. An intermediate calculation of the wind speed is not necessary, in this way the use of power curves is evaded. Model 2 forecasts first the wind speed, then converts it to the power using a power curve derived from on-site measurements. The case study is the Juvent wind farm in the Jura mountains in Switzerland, composed of sixteen turbines as shown in Figure 1. The site features the combined presence of three complexities: topography, heterogeneous vegetation varying from grassy to forested, and interactions between wind turbine wakes. Hence, physics-based wind power forecasting at such a site is very challenging [18].

In this research work, the performance of each model is optimized by systematically varying the combination of modeling options (selection of inputs, network structures, and parameters) and choosing the best performing one. Performances of different models are evaluated based on four normalized error measures with statistical results. Important factors influencing model performance in the context of complex terrain are discussed. Python is utilized for task automation and machine learning. The end result is a fully working library for wind power predictions and a set of tools for running WRF in forecast mode and requesting data from the Juvent wind farm in real time for online performance tuning and retraining if necessary.
2. Materials and Methods

2.1. Prediction Pipeline

The goal of this research work is to predict wind power production from WRF results using machine learning. As is best practice with machine learning projects, one must establish a reliable pipeline so the prediction can be run systematically, and thus provide a real-time forecast.

The prediction pipeline (Figure 2) begins with the Global Forecast System (GFS), a global numerical weather prediction model, which is run by the United States’ National Weather Service. The mathematical model is run four times a day, at 00, 06, 12 and 18 h UTC time, and the output data is available online. The relevant GFS data for our project consists of grib2 files that are used by the WPS (WRF pre-processing) process, to build the boundary and initial conditions for the WRF forecast. The WRF model setup uses a triple nesting technique and provides a forecast with a horizontal spatial resolution of \(3.3 \times 3.3\) km at 10 min intervals inside the third domain. Simulations are run in parallel at the cluster. To reduce the size of the WRF data to be transferred to the local computer, the post-processing step extracts a set of relevant variables, namely temperature, pressure, wind direction and speed from the raw WRF output. These variables are located in a grid of points around the wind farm, as illustrated in Figure 6. Such variables are extracted by interpolation at four different heights: 50, 95, 150 and 200 m above the ground surface.

After the processes that take place in the remote cluster are finished, the output file from the post-processing is copied to the local computer for the prediction step of the pipeline. The data are prepared and then used as an input for the pre-trained Artificial Neural Networks (ANNs). The final output of the pipeline is the power prediction generated for the next 12 h. The ANNs were trained using archived Supervisory Control And Data Acquisition (SCADA) data from the Juvent wind farm, as well as WRF data. The SCADA data contains measured meteorological variables such as temperature, wind speed and direction as well as the target variable: generated power. Only the simulated meteorological variables from WRF are used as predictors, as detailed in Section 2.5.
2.2. WRF

The Weather Research and Forecasting model (WRF) is one of the most popular numerical weather prediction systems. The WRF model is adopted here as the meso-scale model, using a triple nesting technique, with one-way interactions, as shown in Figure 3. For this particular project WRF is used to the fullest of its capabilities. As a first research step, one year of WRF simulations were run to obtain data that were overlapped with the archived data from the wind farm in order to train the neural network. Simulations were run for the period from June 2019 to June 2020. Following this step, WRF was run in forecasting mode, every six hours, by means of a cron scheduler, and to use its output to generate a power forecast using ML. As Figure 2 shows, all the processes involving WRF: downloading the GFS data, pre and post process and the actual WRF execution take place in the remote cluster, but the commands required to initiate such processes are completely automated and are run from a Python terminal in the local computer.

![Prediction pipeline](image1)

**Figure 2.** Prediction pipeline.

![Map of nested domains](image2)

**Figure 3.** An illustration of the three nested domains (DO1, DO2, DO3) used by WRF to run the meso-scale meteorological model. The Juvent wind farm is located at the center of the third domain on the crest of the Jura mountains in Switzerland.
2.3. Baseline Model

For the evaluation of machine learning models, a baseline model based on WRF predicted wind speeds and a power curve is used. The power curve is fitted to all the wind and power data of each wind turbine, then using the WRF predicted wind speed interpolated at the turbine location the power output of each turbine is predicted. This method needs no training at all and it performs decently as it uses the fitted power curve without outliers.

2.4. Artificial Neural Networks

WRF and ANNs are coupled to directly predict wind power. A feed-forward neural network was developed to take as inputs the temporally lagged meteorological variables extracted from the WRF output, as shown in Figure 4. The idea of using machine learning is to allow the ANN to learn relationships in the data that might be hidden, this will help to tackle power prediction over complex terrain. An ANN is trained for each individual wind turbine with the attempt to infer details from the meso-scale predictions and correct eventual systematic errors from the WRF model. In this study, the focus is on the direct prediction of the generated power and wind speed, but the ANN can be easily trained to predict any other variable present in the Juvent archived data, such as temperature and pressure.

In this research, two models were developed. The first model predicts directly the generated power, while the second model predicts first the wind speed and then uses the same methodology as the baseline model (i.e., use the fitted power curve to finally predict the generated power). So, the final output of both models is power at 10 min interval for the next 12 h.

![Figure 4. Scheme of the input layer of the ANN. WS stands for wind speed, T for temperature, P for pressure and WD for wind direction. The subscript t is the current time, and each value is lagged until reaching the time corresponding to the subscript t − lb; where lb stands for the look-back parameter.](image)

As a general best practice rule when training an ANN, the data should be scaled. The main reasons are that the activation functions of the ANNs do not handle raw data very well, and scaling data leads to faster learning and convergence. The developed model includes the possibility to scale data in three different ways: Robust scaling, MinMax scaling and Standard scaling (for more details, see the Scikit-Learn preprocessing library [19]). Only one type of scaling was used in this study: Standard scaling, the impact of using a different one could be studied. The developed model also provides the ability to automatically re-scale the predictions to return the predicted values in the original units regardless of the scaling choice.

2.5. Data and Training

Data from June 2019 to June 2020 were used to train the different models. The data acquisition from the wind-farm and the WRF simulations are automated processes, the data collection is still ongoing to enlarge the data set for possible future research. WRF version 4.01 was used for the simulations. For each WRF simulation the output file was post-processed
and copied form the remote cluster to the local computer. At the end close to 800 post-
processed text files were available for training of the ANN, those files were then merged
with the Juvent data (for each wind turbine) by date. Figure 5 presents the normalized
power data from all the wind turbines and the simulated wind speed and direction for one
sample day to illustrate the data set for the sake of completeness. The final data set consists
of sixteen different DataFrames, one for each wind turbine, with columns corresponding to
four meteorological variables from WRF simulations and all the observed data from the
Juvent wind farm and each row corresponding to a unique time stamp. The WRF wind
field in Figure 6 shows the location of the data points. The selected meteorological variables
(wind speed and direction, temperature and pressure) are extracted from WRF simulations
at each location marked by a black arrow. That information is then interpolated at every
wind turbine’s location.

![Generated Power, wind speed and direction of one sample day](image)

Figure 5. The generated power of each wind turbine normalized by the maximum of measured values is presented in the
upper panel for a sample day. Shown in the lower panel are the WRF simulated wind speed and direction for the same day
at the wind farm location.

Before training the models, the power curve for each turbine was inspected. The out-
liers were removed by applying a recursive fitting of a theoretical power curve and elim-
inating points far away from the fitted curve from the data set. The process first fits the
five parameter logistics function [20] to observed data via a least-squares optimization,
then the first set of points is removed. Then a generalized additive model is used to fit the
remaining points and the elimination process is repeated for points that are far from the
fitted curve. This simple approach does not aim to perfectly remove all the disturbances in
the data but to remove the big bulk of the outliers, mainly caused by operational stopping
of wind turbines. After the outlier removal and as a final pre-processing step the days that
were left with very less than 50 measurements were entirely removed from the data set.
The data was then split into three sets for testing, training and validation. From the entire data set four random days per month were chosen to be part of the validation set. This ensures a validation that is close to the real use of the models: predicting wind power for the next dozen of hours. The remaining data is automatically and randomly split by the ANN training process with 15% of the remaining data assigned to the test set, and the other 85% to the train set.

2.6. Metrics of Model Performance

In order to evaluate the performance of the ANN models for wind power forecasting, four different metrics were used. They are the Mean Absolute Error (MAE), the Root Mean Squared Error (RMSE), the Median Absolute Error (MedAE) and the Maximum Error (ME). Each of this broadly used metrics provides similar yet unique insight on the performance of the model. The formulas are given in Equations (1)–(4), where $y$ corresponds to the real data and $\hat{y}$ to the predicted data.

$$\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|, \quad (1)$$

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}, \quad (2)$$

$$\text{MedAE} = \text{Median}( | y_1 - \hat{y}_1 |, \ldots, | y_n - \hat{y}_n | ), \quad (3)$$

$$\text{ME} = \text{Max}( | y_1 - \hat{y}_1 |, \ldots, | y_n - \hat{y}_n | ). \quad (4)$$

In this paper, the resulting metric is normalized by the nominal power of the wind turbine in question so that the model performances can be compared fairly. To calculate the metrics, the Scikit-Learn metrics package [19] is adopted.

2.7. Optimization

The ANN has several parameters that need to be adjusted/optimized. They have influences on the way the data is prepared and how the ANN is trained. Those parameters are the temporal lag ($\text{look\_back}$ and $\text{time\_jump}$), the sample weight ($\text{quantile}$ and $\text{q\_weight}$),
and the architecture itself of the ANN. A more detailed explanation of these parameters is provided in the developed WNN.py library as well as in the tutorials on how to use this library.

The generated power distribution is skewed and since it is important to predict well the peaks in production, a weighting scheme was implemented during training. Higher weights will be assigned to the power values that are above certain quantile of the power distribution. The aforementioned process is called sample weighting (for more details see the sample_weight method in the Keras library [21]). It is necessary to adjust the precise value of quantile and how important the weight (q_weight) will be after that value. In other words the samples are weighted with a step function whose value goes from one to q_weight for samples greater than a certain quantile. This weighting scheme influences the loss function during training of the ANN, and therefore the back-propagation.

The choice of using a different time step between WRF results is available but for the rest of the paper the time step is 10 min, as is standard in meteorology. The time interval from which the model incorporates past WRF results is determined by the look_back parameter. Thus the look_back also influences the size of the input layer and therefore the whole architecture (i.e., the number of neurons per layer). For example, assume that look_back = 9, the model will look 90 min into the past WRF results.

The ANN prototype has seven layers in total (not including the Dropout): the aforementioned input layer, five hidden layers and the output layer that consists of only one neuron. The architecture in Table 1 details the chosen ANN for the optimization of hyper-parameters. This architecture corresponds to look_back = 12 and time_jump = 1. It utilizes the wind speed and direction, temperature and pressure from WRF at two different heights (95 and 150 m above ground level) as predictors. Hence the number of neurons in the first layer is equal to the number of features multiplied by the value of look_back, namely, four features at two different heights multiplied by twelve.

Table 1. This ANN is used to predict directly the generated power. The chosen architecture with look_back = 12, q_weight = 1.55 and quantile = 0.55. The ANN has a total of 31.336 parameters. It takes into account the wind speed, wind direction, temperature and pressure. It uses a Tanh activation in one layer as an attempt to mimic the nonlinear behavior of the power curve.

<table>
<thead>
<tr>
<th>Layer Type</th>
<th>Neurons</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>ReLU</td>
<td>104</td>
<td>10,920</td>
</tr>
<tr>
<td>ReLU</td>
<td>69</td>
<td>7245</td>
</tr>
<tr>
<td>ReLU</td>
<td>69</td>
<td>4830</td>
</tr>
<tr>
<td>Dropout</td>
<td>69</td>
<td>0</td>
</tr>
<tr>
<td>LeakyReLU</td>
<td>52</td>
<td>3640</td>
</tr>
<tr>
<td>Tanh</td>
<td>52</td>
<td>2756</td>
</tr>
<tr>
<td>ReLU</td>
<td>36</td>
<td>1908</td>
</tr>
<tr>
<td>ReLU</td>
<td>1</td>
<td>37</td>
</tr>
</tbody>
</table>

Since the size of the input layer changes when the look_back parameter is modified, the hidden layers should change size as well. With respect to the number of neurons in the input layer, the first layer has two thirds, the second hidden layer has half and the last two hidden layer have one third. Using this varying architecture, one could assess different models with different look_back values.

The ANN illustrated in Table 2 does not include the Tanh layer since there is no need to mimic the nonlinear behavior of the power curve because the ANN predicts the wind speed instead of the power. This ANN is the first step in the hybrid predictive model. The wind speed is first predicted using the ANN and then with the fitted power curve, the generated power is predicted. The influence of using a single ANN to directly predict wind power and this hybrid method on the model performance will be discussed in the results section.
Table 2. This ANN is used to predict the wind speed and then a fitted power curve is used to predict power. The chosen architecture corresponds to $\text{look\_back} = 9$ and no weighting scheme. The ANN has a total of 16,972 parameters. It takes the wind speed, wind direction, temperature and pressure as input variables.

<table>
<thead>
<tr>
<th>Layer Type</th>
<th>Neurons</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>ReLu</td>
<td>80</td>
<td>6480</td>
</tr>
<tr>
<td>ReLu</td>
<td>53</td>
<td>4293</td>
</tr>
<tr>
<td>ReLu</td>
<td>53</td>
<td>2862</td>
</tr>
<tr>
<td>Dropout</td>
<td>53</td>
<td>0</td>
</tr>
<tr>
<td>LeakyReLu</td>
<td>40</td>
<td>2160</td>
</tr>
<tr>
<td>ReLu</td>
<td>28</td>
<td>1148</td>
</tr>
<tr>
<td>ReLu</td>
<td>1</td>
<td>29</td>
</tr>
</tbody>
</table>

Figure 7. Sensitivity analysis results of the ANN presented in Table 1. This figure shows the optimization process for different parameters such as $\text{look\_back}$, which means how many past WRF results are used as inputs to the ANN model; a $\text{look\_back}$ of twelve would mean that the WRF data from the past two hours are used to predict the electricity production because the WRF output time step is 10 min. The logical variable $\text{include\_tanh}$ indicates whether or not to include a layer in the ANN with the hyperbolic tangent as activation function.

Both architectures are the results of a sensitivity analysis and multiple tests in order to find the optimal parameters and structure. Some of the performed experiments to optimize the parameters in the direct model are shown in Figure 7. The two subplots at the top clearly show that including a tanh layer to mimic the nonlinear behavior of the power curve yields an improvement, since it reduces both MAE and RMSE consistently. For the two parameters $q\_weight$ and $quantile$ controlling the sample weighting, the optimal values are chosen to be 1.55 and 0.55. This is based on the consideration that the associated error metrics are at the local minimums in most parametric studies (but not always, as shown in the two
The optimal value of look_back is found to be around 12, corresponding to a correlation time of 2 h. It is worth mentioning that such a time scale is closely related to the existence of large-scale motions in the atmospheric boundary layer from which turbines extract wind powers. This observation implies that although ANNs are often criticised as black-box models lacking physical grounds, certain optimizations could bring back some physical considerations.

Figure 8. Time series results of measurement and two different ANNs. The upper panel shows the wind speed measured and predicted by WRF and the ANN of the hybrid model, whereas the lower panel shows the power measured and predicted by the direct ANN model. The data shown here corresponds to the validation set of one turbine and the power is normalized by the maximum of measured values. The days illustrated in the figures are not continuous since the validation set is composed of randomly selected days from the original data set.

3. Results and Discussion

This section presents the performance comparison of the baseline, the direct power prediction with an ANN and the hybrid model (ANN plus fitted power curve). The upper panel of Figure 8 shows the wind speed predicted by the ANN in the hybrid model, compared with the WRF results and the measurements. One can clearly see that the ANN improves the WRF prediction on wind speed significantly. The lower panel of Figure 8 shows the direct prediction of generated power by the ANN and the measured power, which allows a qualitative evaluation of the forecasting ability of the model. It can be
seen that the ANN model is able to capture accurately the general behaviour of the power production but quick oscillations in generated power remain hard to predict, for example the patterns in days seven and eleven. It is visible in both panels that the measured data, whether it is wind power or wind speed has high frequency and low amplitude fluctuations that are hardly followed by the predictions. The general trend and behaviour of the variables of interest are nevertheless well captured by the ANN models. The oscillations in the time scale of tenths of minutes can be better predicted using other techniques such as ML models based on time-series data. Since the proposed models aim for forecast horizons beyond 6 h, the behavior of smoothing out such oscillations does not pose a problem in their practical applications.

For a more quantitative analysis, Figure 9 shows the normalized MAE and RMSE of the three models for each wind turbine. For the other two metrics (MedAE and ME), the results are presented in Figure 10. For the baseline model, its MAE ranges from 11.7% to 18.9% and its RMSE ranges from 18.3% to 28.3%. For both metrics, the maximum occurs at turbine 2 and the minimum occurs at turbine 6. So, the baseline model for turbine 2 performs the worst. The direct ANN model improves the baseline model almost at every wind turbine, and the hybrid model clearly outperforms the other two models (Figures 9 and 10). Compared to the baseline model, the hybrid model improves consistently the predictions for all the wind turbines. Especially, for turbine 2, the RMSE is reduced by 13.3% and the MAE is reduced by 9.2%, hence the relative improvement of forecast accuracy is nearly 50% (in another word, the accuracy is doubled in the hybrid model).

Figure 9. Normalized Mean Average Error and Root Mean Squared Error of the generated power predictions for each wind turbine. The predictions are obtained by the three models considered. The first is the direct power prediction using an ANN (including both test and validation results, in blue and orange respectively). The second is the validation set of the baseline model, in green. The third is the validation set of the hybrid model, depicted in red. It is worth mentioning that for the two last models it is not relevant to show the test set, because the baseline has no training and the test of the hybrid model has different units, since the ANN is trained to predict wind speed.
The effect of complex terrain on the WRF simulations can be observed in the high standard deviation of the baseline predictions. For some of the turbines such as 5, 6, 7, 11, 15, and 16, power outputs are predicted with acceptable accuracy (namely, MAE lower than 12%, comparable to the ANN-based models), whereas for the others, they are not. This can be explained by the fact that WRF is a mesoscale model in which local terrain features such as topography and vegetation and micro-scale flow complexities such as wind turbine wakes are not or poorly represented. For example, turbine 2 is located at the edge of the forest and on the leeward side of the hill Mont-Soleil when wind blows from the predominant sector (south-west). It was shown in [18] that high-fidelity modeling of the recirculating zone and the forest is necessary for accurately predicting the wind field around turbine 2. That is why the baseline model performs the worst at this location. Indeed, this is one aspect that the use of machine learning aims to improve, by learning the systematic errors or biases in the physics-based predictions regarding each individual wind turbine and correcting them in the prediction phase. Significant improvements brought by the proposed hybrid model confirm the expectation. Nevertheless, the performance of the hybrid model still has considerable variations at different locations. A recent study [15] showed that an optimal selection of the NWP nodes (based on the wind farm layout, the wind rose and the terrain) improves the forecast performance of a physical downscaling method. Similarly, the ANN models developed here can be further improved by adding the selection of the NWP nodes into the optimization process.

Table 3 summarizes the turbine-averaged metrics for the evaluation of the overall performance of the three models considered in this research. The hybrid model stands out with consistent improvements over the other two models. For example, taking the baseline model as a reference, it reduces almost half the standard deviation for both RMSE and MAE. As revealed by the short review of relevant references in the introduction, the reported values for the MAE range from 10% to 13% and those for the RMSE range from 14% to 26%. Most of them are for the total wind farm production forecast (i.e., the sum of the production
forecast at each turbine). To have a fair comparison of our work with the others, the total production forecast is obtained by summing the forecast given by the hybrid model for each turbine. After doing so, the normalized MAE and RMSE are found to be 8.76% and 13.03%, respectively. It is important to note that a lower value of the normalized MAE for the total production forecast is expected because instantaneous errors of individual forecasts at different turbines may cancel out from time to time. Overall, the high accuracy attained by the hybrid model makes it amongst the state-of-the-art NWP+ML models developed so far. In the context of complex terrain, the hybrid model considerably outperforms the other ANN models developed for sites with similar level of complexity. For examples, the NWP+ML model developed for the wind power prediction of a wind farm located at the eastern coastal area of Nantong city in Jiangsu province, China [11] reported a value of 16.47% for the normalized RMSE; the ANN model developed for a wind farm at an Italian mountainous site [14] was shown to give the normalized RMSE around 25% for one cluster of turbines and 21% for another cluster of turbines; the ANN-based power forecast performed at a site on the west coast of Norway with moderate terrain complexity [15] yields the normalized MAE around 10% and the normalized RMSE around 16%. Considering the fact that the site in this study possesses an additional complexity caused by the heterogeneous land cover (varying from grassy to forested), the effectiveness of performed optimizations and the superior forecasting capability of the hybrid model are validated.

Table 3. Summary of the metrics averaged over the 16 turbines for the three considered models. For the direct power prediction with an ANN, results from both test set and validation set are included, whereas for the other two only the validation set is relevant.

<table>
<thead>
<tr>
<th></th>
<th>RMSE (%)</th>
<th>MAE (%)</th>
<th>MedAE (%)</th>
<th>ME (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test</td>
<td>13.7</td>
<td>9.4</td>
<td>6.0</td>
<td>89.1</td>
</tr>
<tr>
<td>Validation</td>
<td>17.8</td>
<td>11.8</td>
<td>7.0</td>
<td>83.3</td>
</tr>
<tr>
<td>Baseline</td>
<td>21.4</td>
<td>13.7</td>
<td>7.3</td>
<td>92.4</td>
</tr>
<tr>
<td>Hybrid</td>
<td>16.3</td>
<td>10.5</td>
<td>5.9</td>
<td>81.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Standard Deviation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test</td>
<td>1.0</td>
</tr>
<tr>
<td>Validation</td>
<td>1.9</td>
</tr>
<tr>
<td>Baseline</td>
<td>2.4</td>
</tr>
<tr>
<td>Hybrid</td>
<td>1.3</td>
</tr>
</tbody>
</table>

4. Conclusions

This research work has successfully performed a proof of concept on the WRF and ANN coupling to directly predict wind power production over a highly complex terrain. Thanks to intensive parameter/architecture optimizations, the resulting prediction pipeline is able to produce real time forecasts with a higher accuracy (MAE being 8.76% and RMSE being 13.03%) compared to the existing forecast models in the same category. The developed library provides the user with flexibility in the choice of parameters, features, target variables and machine learning architectures. This data-driven approach into wind power prediction proves useful since it can be easily and constantly retrained and upgraded. The use of ANN was proven a valuable addition to the existing forecasting systems, hopefully providing unique insights on another application of machine learning and solving some of the challenges that complex terrain poses when predicting wind fields and power outputs, without relying on computationally heavy physics-driven approaches.

The main findings of this research work can be summarized as follows:
1. The hybrid model combining an ANN for wind speed forecast with an on-site calibrated power curve performs better than the direct model using an ANN with power as its output;
2. For the direct model, including a tanh layer to mimic the nonlinear behavior of the power curve improves the forecast accuracy;
3. In the ANN inputs, it is preferable to include the NWP results in the past (up to 2 h for a good balance between performance gain and computation cost);
4. A proper sample weighting scheme taking into account the skewed power distribution can improve the model performance;
5. For a site with complex terrain conditions, the model performance is also heterogeneous. The effectiveness of ANN models in correcting systematic errors of physics-based models is proven.

Despite the model optimization and validation studies are performed at a specific site in the Swiss Jura mountains, some of the findings above may be generalized at least qualitatively.
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Abbreviations
The following abbreviations are used in this manuscript:

- ANN: Artificial Neural Network
- D01: Domain 1 of Weather Model
- D02: Domain 2 of Weather Model
- D03: Domain 3 of Weather Model
- GFS: Global Forecast System
- MAE: Mean Absolute Error
- ME: Maximum Error
- MedAE: Absolute Error
- ML: Machine Learning
- NWP: Numerical Weather Prediction
- P: pressure
- RMSE: Root Mean Squared Error
- SCADA: Supervisory Control And Data Acquisition
- T: temperature
- WD: wind direction
- WRF: Weather Research and Forecasting Model
- WS: wind speed
- WTG: Wind Turbine Generator
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